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Brain function producing sensations, cognition, and behaviors unfold over time based on neuronal dynamics on structurally 
connected circuits. Modern connectomics is producing anatomical maps of connectivity between neurons at unprecedented 
resolution. These datasets offer novel opportunities to elucidate how patterns of connectivity shape the capacity of networks to 
transmit information and be controlled. Prior work has largely focused on characterizing global structural network properties 
such as wiring efficiency, modularity, and small-worldness. Yet, it has long been observed that neural connectomes exhibit 
particular patterns of local connectivity, or motifs, at rates higher than would be expected given the degree distribution. If and 
what role such motifs play in specific dynamical processes in brain circuits is unclear.

In this work, we analyzed Drosophila Melanogaster nano-connectome, focusing our analysis on the fan shaped body, a brain 
structure in the central complex implicated in sensorimotor transformations. We utilized maximum entropy models of random 
graphs to investigate the extent to which higher order structure, as well as functional measures relating to information diffusion 
and control in the network could be accounted for by imposing simple wiring principles onto the network. Specifically, we 
included constraints between the average weighted, directed, connectivity between biologically defined cell types, as well as 
the degree distribution of the network. We found that networks sampled from these distributions were able to recapitulate the 
frequency of all three node motifs across the network, and largely matched the bulk of the empirical spectrum of the random 
walk Laplacian and system controllability Gramians. These results suggest that relatively simple pairwise constraints can 
account for many of the functional properties of the Drosophila connectome. 
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Sensory, cognitive, and motor functions rely on transmission/integration of signals across multiple spatiotemporal scales which are funda-

mentally constrained by neuroanatomy. Uncovering connectivity patterns that shape signal propagation is thus of central importance to un-

derstanding brain computations. An organizational principle of the brain is anatomical/functional hierarchy, often conceptualized as signals 

propagating up from sensory areas to cognitive areas and down to motor areas. However, to determine if such a hierarchy is a sequential 

(e.g., MLP) or parallel (e.g., U-net) architecture requires consideration of signal propagation dynamics across multiple spatial-temporal scales 

at full anatomical resolution. Prior work in connectomics has characterized either global connectivity features or single-neuron statistics. To 

enable rigorous treatment across spatial scales simultaneously, we �t a novel multiplex maximum entropy random graph (MERG) model to 

the entire directed, weighted Drosophila hemibrain connectome. Structurally, we evaluated the frequency of motifs at various orders. Func-

tionally, we evaluated multi-scale dynamics of signal propagation using Laplacian dynamics. Within individual hemibrain ROIs, we found 

MERGs with genetic (cell-type) constraints on pairwise connectivity recapitulated low-order motif distributions and short-term propagation 

dynamics, but failed to account for long-term structure and function. Across the hemibrain, propagation dynamics revealed a robust senso-

ry-cognitive-motor hierarchy that exhibited parallel sensory-motor processing– i.e., a parallel-hierarchical architecture. This hierarchy was not 

recapitulated by simple anatomical measures (shortest path), but was recapitulated by propagation dynamics on genetically-constrained 

multiplex-MERGs, indicating that all paths between areas must be considered simultaneously. To further link structure-to-function, we identi-

�ed the high-order motifs (≤6th-order) that are most important to signal propagation. Our results reveal a parallel-hierarchical architecture of 

brain function encodable by genetic constraints, while long-time-scale dynamics of signals within an area emerges from high-order motifs 

not captured by local constraints.
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