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General goal of visual cortex
General goal: learns to form a representation of these 
external causes from raw sensory input. Specifically, 
natural scene are composed with objects with 
different factors. E.g. shape, reflectance, position, 
motion, objects …

Efficient factorizable representation

Generative modeling framework

Learnt basis on different datasets

Example How do we establish a representation 
that factorizes motion and form?

In this work, we focus on modeling the video composed of 
objects and transformation, by factorizing form and motion.
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