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The second dogma goes beyond the 
evidence, but it attempts to make 
sense out of it. It asserts that the 
overall direction or aim of information 
processing in higher sensory centres 
is to represent the input as completely 
as possible by activity in as few 
neurons as possible (Barlow, 1961, 
1969b). In other words, not only the 
proportion but also the actual number 
of active neurons, K, is reduced, while 
as much information as possible about 
the input is preserved.

Barlow (1972)



V1 is highly overcompleteTemporal reconstruction o f  the image 

The homunculus also has to face t'he problem that  the image is often nioving 

continuously, but is only represented by impulses a t  discrete moments in time. I n  

these days he often has to deal with visual images derived from cinema screens and 

television sets tha t  represent scenes sampled a t  quite long intervals, and we know 
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FIGURE8. A tracing of the outlines of the granule cells of area 17 in layers IVb  and IVc of 

monkey cortex, where the incoming geniculate fibres termmate (from fig. 3 c of Hubel & 

Wiesel 1972) The dots at the top lndlcate the calct~lated separation of the sample points 

coming In from the re t~na ,  allowing tmo per cycle of the higllest spatial frequency 

resolved. The misaligned vernier a t  rlght has a displac~ment corresponding to one sixth 

of the sample separation, or 5' for 60 cycle/deg optimum aclutp The 'grain' in the 

cortex appears to be much finer than In the retlna. 

that  he does a good job a t  interpreting them even when the sample rate is only 

16 s-l, as in amateur movies. One only has to watch a kitten playing, a cttt hunt- 

ing, or a bird alighting a t  dusk among the branches of a tree. to appreciate the 

importance and difficulty of the ~ ~ i s u a l  appreciation of motion. Considering this 

overwhelming importance it is surprising to find how slow are the receptors and 

how long is the latency for the message in the optic nerve, and e~-en  more surprising 

to find how well the system works in spite of this slowness. 

Recent psychophysical work has improved our understanding of these problems. 

At one time i t  was thought that image motion aided resolution (Narshall SI Talbot 

1942),but this was hard to believe because of the bll~rring effect of the eye's long 
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Evidence for grandmother cells?
(Quiroga, Reddy, Kreiman, Koch & Fried, Nature 2005)

Figure 1a shows the responses of a single unit in the left posterior
hippocampus to a selection of 30 out of the 87 pictures presented to
the patient. None of the other pictures elicited a statistically signifi-
cant response. This unit fired to all pictures of the actress Jennifer
Aniston alone, but not (or only very weakly) to other famous and
non-famous faces, landmarks, animals or objects. Interestingly, the
unit did not respond to pictures of Jennifer Aniston together with the
actor Brad Pitt (but see Supplementary Fig. 2). Pictures of Jennifer
Aniston elicited an average of 4.85 spikes (s.d. ¼ 3.59) between 300
and 600ms after stimulus onset. Notably, this unit was nearly silent

during baseline (average of 0.02 spikes in a 700-ms pre-stimulus time
window) and during the presentation of most other pictures
(Fig. 1b). Figure 1b plots the median number of spikes (across trials)
in the 300–1,000-ms post-stimulus interval for all 87 pictures shown
to the patient. The histogram shows amarked differential response to
pictures of Jennifer Aniston (red bars).
Next, we quantified the degree of invariance using a receiver

operating characteristic (ROC) framework15. We considered as the
hit rate (y axis) the relative number of responses to pictures of a
specific individual, object, animal or landmark building, and as

Figure 1 | A single unit in the left posterior hippocampus activated
exclusively by different views of the actress Jennifer Aniston.
a, Responses to 30 of the 87 images are shown. There were no statistically
significant responses to the other 57 pictures. For each picture, the
corresponding raster plots (the order of trial number is from top to bottom)
and post-stimulus time histograms are given. Vertical dashed lines indicate
image onset and offset (1 s apart). Note that owing to insurmountable
copyright problems, all original images were replaced in this and all
subsequent figures by very similar ones (same subject, animal or building,
similar pose, similar colour, line drawing, and so on). b, The median

responses to all pictures. The image numbers correspond to those in a. The
two horizontal lines show the mean baseline activity (0.02 spikes) and the
mean plus 5 s.d. (0.82 spikes). Pictures of Jennifer Aniston are denoted by
red bars. c, The associated ROC curve (red trace) testing the hypothesis that
the cell responded in an invariant manner to all seven photographs of
Jennifer Aniston (hits) but not to other images (including photographs of
Jennifer Aniston and Brad Pitt together; false positives). The grey lines
correspond to the same ROC analysis for 99 surrogate sets of 7 randomly
chosen pictures (P , 0.01). The area under the red curve is 1.00.
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representations?



significantly correlated, the above scheme could learn to 
code colour and type on separate sets of units, and to 
represent a particular car as a combination of activity in 
those units (a 'yellow' and a 'Volkswagen' unit). Gener- 
alization may then occur specifically along one feature or 
aspect of the input. An output correlated only with 
'Volkswagen' would get connected to the unit in the 
'type' group, and it could generalise to other colours 
even when it has a large Hamming distance from the 
original. 

7 Combination of  Hebbian and anti-Hebbian 
mechanisms 

In the following network, the detection of suspicious 
coincidences is performed by conventional Hebbian 
feed-forward weights, but units are connected by anti- 
Hebbian inhibitory feedback connections (Fig. 1). For 
linear units, this arrangement has been shown to per- 
form principal component analysis by projecting into the 
subspace of the eigenvectors corresponding to the n 
largest eigenvalues of the covariance matrix of the input 
(Frldifik 1989).' The model discussed here has similar 
architecture, but units here are nonlinear, so it can learn 
not only about the second-order statistics, i.e. pairwise 
correlations between input elements, but also about 
higher-order dependencies and features of the input. 

In order to achieve sparse coding, an additional 
mechanism is assumed: each unit tries to keep its prob- 
ability of firing close to a fixed value by adjusting its 
own threshold. A unit that has been inactive for a long 
time gradually lowers its threshold (i.e~ decreases its 
selectivity), while a frequently active unit gradually 
becomes more selective by raising its threshold. 

The network has m inputs: xy,j = 1 . . .  m, and n 
representation units: Yi, i = 1 . . .  n. Because of the feed- 
back and the nonlinearity of the units, the output 
cannot be calculated in a single step as in the case of 
one unit, because the final output here is influenced by 
the feedback from the other units. Provided that the 
feedback is symmetric (wij = wji), the network is guar- 
anteed to settle into a stable state after an initial 
transient (Hopfield 1982). This transient was simulated 
by numerically solving the following differential equa- 
tion for each input pattern: 

dY*dt = f ~ i  qiyxj+ j=~l w~y* - t i ) -  y* 

where q,j is the weight of the connection from xy to 
y~, w U is the connection between units y, and yj and the 
nonlinearity of the units is represented by the function 
f(u) = 1/(1 +exp(-Au)) .  The outputs are then calcu- 
lated by rounding the values of y* in the stable state to 
0 or 1 (Yi = 1 if y* > .5, y~ = 0 otherwise). The feedfor- 
ward weights are initially random, 2 and the feedback 
weights are 0. 

' A similar but asymmetrically connected network has also been 
proposed for this purpose by Rubner and Sehulten (1990) 
2 Selected from a uniform distribution on [0, 1] and normalised to 
unit length (Y-jq~ = 1) 
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Fig. 1. The architecture of the proposed network. Empty circles 
are Hebbian excitatory, flied circles are anti-Hebbian inhibitory 
connections 

On each learning trial, after the output has been 
calculated, the connections and thresholds are modified 
according to the following rules: 

anti-Hebbian rule-  
Aw iy = - ot( yiyj - p2) 
(if i = j  or w;j > 0 then w # : = 0 )  

Hebbian rule-  

Aq# = flYi (xj - qij) 
threshold modification- 

Ati = Y( Yi - P) . 
Here ct, fl and T are small positive constants and p is 

the specified bit probability. The Hebbian rule contains 
a weight decay term in order to keep the feed-forward 
weight vectors bounded. The anti-Hebbian rule is inher- 
ently stable so no such normalizing term is necessary. 
Note that these rules only contain terms related to the 
units that the weight connect, so all the information 
necessary for the modification is available locally at the 
site of the connection. 

In the next two sections some aspects of the model 
will be demonstrated on two simple, artificially gener- 
ated distributions. 

8 Example  1: learning fines 

Patterns consisting of random horizontal and vertical 
lines were presented to the network. This example was 
chosen for comparison with that given by Rumelhart 
and Zipser (1985) to demonstrate competitive learning. 

momon  m mo 
Fig. 2. A random sample of the patterns presented to the network in 
Example 1 
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Learning lines

Input patterns:

Learned weights:



V1 simple-cell receptive fields are 
localized, oriented, and bandpass.

Why?



Principal components of natural image patches
(8 x 8 pixels)

• Not localized

• Not oriented

PCA is incapable of
learning about 
localized, oriented 
structure in images.



1/f noise 
(what the world looks like if all you care about are pairwise correlations)



Higher-order image statistics

x

phase alignment orientation motion



Projection pursuit 
(from Field 1994)

Find higher-order 
structure by maximizing
non-Gaussianity of 
projections



Gabor-filter response histograms
are highly non-Gaussian
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Sparse coding model of V1
(Olshausen & Field, 1996)



Energy function

preserve information be sparse
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Compute coefficients via gradient descent

Where bi =
∑

x,y

φi(x, y) I(x, y)

Gij =
∑

x,y

φi(x, y) φj(x, y)



Alternative formulation (the Hopfield trick)

Let

Thus



Neural circuit for computing sparse codes
(Rozell, Johnson, Baraniuk & Olshausen, 2008)
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Evidence for sparse coding

Mushroom body, locust  (Laurent)
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Auditory cortex, mouse  (DeWeese & Zador)

Hippocampus, rat/primate  (Thompson & Best; Skaggs)

Motor cortex, rabbit  (Swadlow)

Barrel cortex, rat  (Brecht)

Visual cortex, monkey/cat  (Vinje & Gallant)

Inferotemporal cortex, human  (Fried & Koch)

Olshausen BA, Field DJ (2004) Sparse coding of sensory inputs.  Current Opinion in Neurobiology, 
14, 481-487.

Visual cortex, cat  (Gray;  McCormick)



Here, we avoid the question of how RA activity is translated into
sound, and simply ask how pre-motor burst patterns in RA are
generated. Previous studies have suggested that the syllable order
and tempo of the motif are generated by a network that resides
above RA, and includes HVC12,16, and that an HVC neural code for
syllables is transformed into a code for shorter acoustic elements
through the projection of HVC onto RA1,17. To re-examine these
issues, we have characterized the role of inputs to RA from pre-
motor nucleus HVC.
HVC contains at least three classes of neurons: neurons that

project to the RA, neurons that project to area X, and inter-
neurons18,19. We have identified HVC neuron classes by antidromic
activation20 from RA and from area X (Fig. 1b, c). Chronic single-
neuron recordings were made from identified neurons of all three
classes. Antidromically identified RA-projecting HVC neurons
(HVC(RA)) (n ¼ 16, three birds) were completely inactive in
awake, non-singing birds (,0.001 spikes s21), and burst extremely
sparsely during vocalizations, generating at most a single burst per
song motif (Fig. 2a). HVC(RA) bursts had a duration of 6.1 ^ 2ms,
and comprised 4.5 ^ 2 spikes at a firing rate of 613 ^ 210 s21

(ranges are^1 s.d. unless specified otherwise). HVC(RA) bursts were
highly stereotyped, tightly time-locked to the song motif
(0.66 ^ 0.14ms r.m.s. jitter), and occurred reliably on every rendi-
tion of the motif (Fig. 2b). Thus, on a millisecond timescale,
HVC(RA) bursts were maximally correlated to the vocalization.
Different HVC(RA) neurons tended to burst at different times in
the song, with no obvious timing relation to the onset or offset of
song syllables. Three identified HVC(RA) neurons generated no
bursts during the song, but produced a single burst during call
vocalizations. HVC neurons projecting to area X also burst sparsely
during singing (0–5 bursts per motif, n ¼ 30; data not shown). In
contrast to projection neurons, putative HVC interneurons
(n ¼ 31), most of which were spontaneously active in the non-
singing bird (11 ^ 7 spikes s21), produced high rates of spiking and

bursting activity throughout song and call vocalizations (Fig. 2b).
The firing patterns of putative HVC interneurons were similar to
those of unidentified neurons found in previous studies of HVC in
the singing bird1.

Previous observations have shown that sleep-related spike and
burst patterns in nucleus RA can closely recapitulate those gener-
ated during singing2, suggesting that a common neural mechanism
may underlie the generation of song- and sleep-related RA burst
patterns. A more detailed understanding of the role of HVC in
generating sleep-related activity in RA may provide a hint as to the
interaction of these two nuclei during singing. We next examined
the firing patterns of RA neurons and identified HVC neurons using
a new, sleeping-bird preparation where the head of the bird is fixed,
permitting simultaneous single-unit recordings in multiple brain
areas and pharmacological manipulation, which are not currently
possible in the singing bird.

Similar to the situation in the singing bird, HVC(RA) neurons
burst sparsely during sleep (0.06 ^ 0.05 bursts s21, n ¼ 116, 27
birds). Paired recordings in RA and HVC (Fig. 3a) neurons showed
that HVC(RA) neurons fired 13 ^ 3 times fewer bursts in the
sleeping bird than did RA neurons (n ¼ 53 pairs). The bursts had
properties similar to those observed during singing: duration of
bursts during sleep in RA and HVC(RA) neurons were 11.5 ^ 3.5ms
and 6.5 ^ 1.8ms, respectively. Bursts of HVC(RA) neurons during
sleep comprised 3.2 ^ 0.8 spikes per burst, and had an average
firing rate of 347 ^ 81 s21. The relationship between HVC(RA)

bursts and RA bursts is readily seen in raster plots of RA spike
trains aligned in time to the onset of bursts in HVC(RA) neurons
(Fig. 3b, c). RA neurons reliably showed a pattern of bursts locked to
the HVC(RA) bursts (n ¼ 45 of 53 pairs). Furthermore, multiple RA
neurons recorded sequentially with a single HVC(RA) neuron
(n ¼ 3) show that different RA neurons generate different patterns
of bursts, as is the case during singing. The relation between
HVC(RA) and RA spike trains was quantified using a correlation

Figure 2 Spiking activity of identified HVC neurons during singing. a, Extracellular record
of an RA-projecting HVC (HVC(RA)) neuron (bottom), with the simultaneously recorded

vocalization (top). The HVC(RA) neuron generates a single burst during each of three motif

renditions. b, Spike raster plot of ten HVC(RA) neurons and two HVC interneurons recorded
in one bird during singing (left) and call vocalizations (right). Each row of tick marks shows

spikes generated during one rendition of the song or call; roughly ten renditions are shown

for each neuron. Neural activity is aligned by the acoustic onset of the nearest syllable.

HVC(RA) neurons burst reliably at a single precise time in the song or call; however, HVC

interneurons spike or burst densely throughout the vocalizations.
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V1 is highly overcomplete
Temporal reconstruction o f  the image 
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Sparse coding of natural sounds
(Smith & Lewicki 2006)
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Sparse coding of neural recording data
(Phil Sallee, Ph.D. thesis)
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Polytrode recordings

Blanche et al. (2005)

Track reconstruction and assessment of tissue damage

Without direct staining or electrolytic lesions, it is difficult
to discern polytrode penetrations in histological sections. This
is encouraging from the perspective of tissue displacement, but
an obstacle for determining the location of recorded cells. The
diI track staining method (Fig. 5), is a straightforward and
effective way of determining polytrode depth and alignment,
avoiding the confound of tissue shrinkage associated with
histological processing. Because the position of the recording
sites on the polytrode shank is known, it is possible to infer the
precise cortical location of every site by simply imaging the
outline of the polytrode (Fig. 5, A and E). CSD analysis (Fig.
6) provides a complementary measure of polytrode depth.

Regarding polytrode-induced tissue damage, we found no
evidence of extensive tearing or distortion of neurites or
pericytes (Fig. 5B). The track was !20 !m thick, and sur-
rounding microvasculature appeared undamaged (Fig. 5C).
Neuronal somata immediately around the track had ostensibly
normal morphologies (Fig. 5D). Staining with PI showed that
damaged neurons and glia were restricted to a region immedi-
ately surrounding the penetration (Fig. 7A). The percentage of

damaged neurons decreased exponentially with distance from
the polytrode (Fig. 7, C and D). Of the total recordable volume
in front of the polytrode (0.0126 mm3 for the field of view
shown in Fig. 7B), "2% of the neurons were damaged or
necrotic. It is important to emphasize that this is likely an
overestimate of the neuronal damage. Some of the Nissl
stained cells were probably glia, and staining for PI does not
necessarily indicate cell death, only that an axon or dendrite
had been sufficiently compromised to permit uptake of the dye.

We found no indication of any difference in the prevalence,
quality, or amplitude of neurons recorded at the top, bottom, or
central recording sites. For example, in the recording portrayed
in Fig. 2B, there were 32, 36, and 33 neurons distributed on the
top, middle, and bottom recording sites, respectively. On nu-
merous occasions, we have been able to monitor and record
neuron ensembles over successive advancements of the poly-
trode over hundreds of micrometers for many hours. Moreover,
the same neurons—as determined by their spike shapes and
field potential distributions across the polytrode, relative spa-
tial locations, firing patterns, and distinctive receptive field
properties—can be recorded on retraction of the polytrode,
without noticeable deterioration of these properties (Fig. 8).
Together with the histological results, it is reasonable to

FIG. 5. Histological track reconstruction. A: a coronal rat brain section stained with fluorescent diI deposited by the polytrode, showing the faint outline of
the tapered tip. A blood vessel (arrow) is visible running along the plane of the track. Scale bar # 200 !m. B: reconstruction of a 50-!m stack of confocal images
directly in front of the penetration. Stained processes are neurites and pericytes indicative of normal tissue morphology. C: cross-section of the polytrode track
at the level of the - - - in A. The thickness of the track is indicated by the region of intense diI fluorescence. Note the proximity of the intact microvessels (arrows).
Scale bar # 75 !m. D: enlarged single plane confocal image 15 !m anterior to the penetration site (boxed region in A), shows 3 neurons and their processes.
Scale bar # 50 !m. E: the same electrode penetration, counterstained with fluorescent Nissl stain to delineate the boundaries of the cortical layers (arrows).
Because the depth and orientation of the polytrode is clearly defined tip outlined, (----), the lamina location of the electrode sites can be precisely determined
(white circles). The faded region in the top right-hand corner was caused by photobleaching during earlier high-power imaging. Scale bar # 300 !m.

Innovative Methodology
2994 T. J. BLANCHE, M. A. SPACEK, J. F. HETKE, AND N. V. SWINDALE
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Spiking activity
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response heterogeneity to dynamic natural scenes (Yen et al., 2007) and reveal tantalizing opportunities 

for modeling these responses as a function of the stimulus and neural interactions between cortical layers. 

In addition to monitoring the activity of large numbers of single units, the polytrode technique also 

enables the measurement of the LFP from each channel of the probe. Figure 3C shows an example of the 

LFP activity recorded from one column of channels on the polytrode during the presentation of a dynamic 

natural scene.  In this example, pronounced oscillations in the LFP are visible in the beta (15-30 Hz) and 

gamma (30-80 Hz) frequency bands that show interesting laminar and time-dependent variations. In the 

proposed studies, we plan to analyze this type of data using current source density analyses (CSD) to 

tease apart the laminar profiles of stimulus evoked synaptic currents and their relations to spike activity. 

Fitting mechanistic models   

In order to determine the causes of the sparse and heterogeneous population responses to natural movies, 

it will be necessary to fit mechanistic models that can capture each neuron’s response as a function of the 

stimulus and other neurons.  We have been experimenting with various methods for doing this, and here 

we report one of our efforts in which we attempt to model only the feedforward (receptive field) 

component of a neuron’s response.  To do this we have been using the Generalized Linear Model 

framework mentioned above, which is well suited to modeling point processes such as spike trains.  

Briefly, a neuron’s response (spike count within a temporal window) as a function of time is described 

using an inhomogeneous Poisson process with a conditional intensity of 
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Figure 3.  Polytrode recordings of neural activity in response to natural movies.  A. Raw data from channels 1-53, 

spanning from deep to superficial layers.   B. Mean firing rates of 49 well-isolated single units.  C. LFP recorded 

from all channels along one column, from deep to superficial layers. 
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Learned basis for high-pass filtered polytrode data
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(a) Patterns recovered with 1 and 5 channels. (b) Loss w.r.t. noise level � and P (lower is better).

Figure 3: (a) Patterns recovered with P = 1 and P = 5. The signals were generated with the
two simulated temporal patterns and with � = 10�3. (b) Evolution of the recovery loss with � for
different values of P . Using more channels improves the recovery of the original patterns.

(a) Temporal waveform (b) Spatial pattern (c) PSD (dB) (d) Dipole fit

Figure 4: Atom revealed using the MNE somatosensory data. Note the non-sinusoidal comb shape of
the mu rhythm. This atom has been manually selected, and other atoms are presented in Figure B.4.

pattern bvk and the ground truths, vk or �vk, for all permutations S(K) i.e.,

loss(bv) = min
s2S(K)

KX

k=1

min
�
kbvs(k) � vkk

2
2, kbvs(k) + vkk

2
2

�
. (10)

Multiple values of � were tested and the best loss is reported in Figure 3(b) for varying noise levels
�. We observe that independently of the noise level, the multivariate rank-1 model outperforms
the univariate one. This is true even for good SNR, as using multiple channels disambiguates the
separation of overlapped patterns.

Examples of atoms in real MEG signals: We show the results of our algorithm on experimental
data, using the MNE somatosensory dataset (Gramfort et al., 2013, 2014). This dataset contains MEG
recordings of one patient receiving median nerve stimulations. Here we first extract N = 103 trials
from the data. Each trial lasts 6 s with a sampling frequency of 150 Hz (T = 900). We selected only
gradiometer channels, leading to P = 204 channels. The signals were notch-filtered to remove the
power-line noise, and high-pass filtered at 2 Hz to remove the low-frequency trend, i.e. to remove low
frequency drift artifacts which contribute a lot to the variance of the raw signals. We learned K = 40
atoms with L = 150 using a rank-1 multivariate CSC model, with a regularization � = 0.2�max.

Figure 4(a) shows a recovered non-sinusoidal brain rhythm which resembles the well-known mu-
rhythm. The mu-rhythm has been implicated in motor-related activity (Hari, 2006) and is centered
around 9–11 Hz. Indeed, while the power is concentrated in the same frequency band as the alpha,
it has a very different spatial topography (Figure 4(b)). In Figure 4(c), the power spectral density
(PSD) shows two components of the mu-rhythm – one at around 9 Hz, and a harmonic at 18 Hz as
previously reported in (Hari, 2006). Based on our analysis, it is clear that the 18 Hz component is
simply a harmonic of the mu-rhythm even though a Fourier-based analysis could lead us to falsely
conclude that the data contained beta-rhythms. Finally, due to the rank-1 nature of our atoms, it
is straightforward to fit an equivalent current dipole (Tuomisto et al., 1983) to interpret the origin
of the signal. Figure 4(d) shows that the atom does indeed localize in the primary somatosensory
cortex, or the so-called S1 region with a 59.3% goodness of fit. For results on more MEG datasets,
see Section B.2. It notably includes mu-shaped atoms from S2.
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primarily the place cell population whose mem-
brane potential fluctuations give rise to theLFP (10).

Rats were implanted with 32-, 64-, or 256-site
silicon probes in the hippocampus to monitor
both LFP and unit firing (Fig. 1A) while they
traversed a linear track (Fig. 1B), open field, or a
Tmaze (11).Whenmapped onto electrode space,
the theta rhythm showed spatiotemporal variations
(Fig. 1A) that changed gradually over multiple
cycles (movie S1). By analogy to radio commu-
nication, we defined the theta oscillation to be a
carrier wave whose modulation contains informa-
tion. This informationwas extracted from the theta
rhythm using a demodulation operation (fig. S1).

First, the theta-band-filtered oscillatory activity
of each electrode was converted to a complex-
valued signal, representing its instantaneous
phase and amplitude (Fig. 1D). The carrier
signal, identified by principal component analy-
sis, was highly coherent across electrodes (Fig.
1D, lower trace). The demodulation operation
then removed the phase of the theta carrier from
each electrode, resulting in a spatiotemporal pat-
tern of relative phase and amplitude that covaried
smoothly (Fig. 1, E and F) with the rat’s position.

The position of the rat during navigation was
estimated from the demodulated LFP (Fig. 2 and
fig. S2) and compared to spike-based decoding
(1, 7, 12, 13). Although the cross-validated ac-
curacy of the two decoders was comparable [op-
timal linear estimator (OLE) median error 6.7 T
0.2 cm (LFP) and 9.2 T 0.2 cm (spiking)] (Fig. 2G
and fig. S2), they had distinct velocity and position
dependence (Fig. 2, B and D). Accurate decoding
of the theta rhythm depended on demodulation, as
well as preserving the high dimensionality of the
signal, even though the variance of the multi-
electrode signal was largely concentrated in a low-
dimensional subspace (Fig. 2C), visible in the
strong correlations in the LFP recorded at differ-

ent electrodes (Fig. 1, C and D). Whitening and
Bayesian decoding methods further improved ac-
curacy, especially in the open field (120 by 120
or 180 by 180 cm2) (Fig. 2G).

Because position encoding is sparse, a theo-
retical result (14) based on compressed sensing
(15) suggests that unsupervised learning can dis-
cover position-dependent sparse structure in the
LFP without explicit knowledge of the rat’s po-
sition.We tested this prediction by examining the
evolving spatiotemporal distribution of the theta-
filtered LFP using independent component anal-
ysis (ICA) (16, 17). A subset of the components
[termed feature-tuned field potentials (FFPs)]
showed selective activation at specific positions
along one direction of motion (Fig. 3A and figs.
S3 and S4) and comprised the major portion of
the signal variance (53%, 69%, and 79% of total
variance for n = 3 rats). When FFPs were pro-
jected back onto the anatomical space, they were
distributed across the entire surface of the elec-
trode array (Fig. 3B and movie S2).

We next asked whether the sparse structure of
the broadband LFP (4 to 80 Hz) is also position
dependent by training a convolutional sparse
coding algorithm (18), which models signals as
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Institute, Center for Neural Science, NewYorkUniversity, School of
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Fig. 1. Recording space- and
time-dependent variations in
theta rhythm. (Ai) Arrange-
ment of 64 (yellow) and 2 by
256 (red) electrode arrays im-
planted in the hippocampi of
different rats. Left and right pan-
els depict recordings along or-
thogonal axes: D/V, dorsoventral;
A/P, anteroposterior; M/L, me-
diolateral. (Aii) Average spa-
tial distribution of theta recorded
by the electrode array in the
right panel of (Ai) reveals sys-
tematic differences in the ana-
tomical distribution of the theta
rhythm. Arrows depict local
phase gradients. (B) A rat runs
across a 250-cm track to receive
a water reward (w) at both ends.
(C to E) (Left) LFP recorded
during one run across the track.
(Right) schematic of signal rep-
resentation. Axes: T, time; R,
real; I, imaginary. (C) Velocity
of the rat (top) and the orig-
inal, broadband signal (bot-
tom), which shows a strong
theta rhythm during running.
(D) (Top) Filtering the signal
with Morlet wavelet (5 to 11 Hz
half-power cutoff) results in a
complex-valued waveform with
time-varying amplitude and
phase. (Bottom) The first prin-
cipal component (PC1) of the
complex-valued signal, which tracks the global theta oscillation. (E) De-
modulating the signal using PC1 as a carrier identifies modulations in
amplitude and phase. (F) Averaging the demodulated signal over multiple

runs reveals that its variations depend systematically on the rat’s position.
For (E) and (F), phase is scaled by a factor of 16 to emphasize time-varying
structure.
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Sparse coding of demodulated LFP reveals 
‘place cell’ components

(Agarwal, Stevenson, Berényi, Mizuseki, Buzsáki & Sommer, 2014)
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