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Perception as inference



Natural scenes are full of ambiguity
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Natural scenes are full of ambiguity



What do these edges mean?



What do these edges mean?



What do these edges mean?



What is this?



What do these edges mean?

offers a complete description.)
Luminance, illuminance, and reflectance, are physical

quantities that can be measured by physical devices. There
are also two subjective variables that must be discussed.

Lightness is defined as the perceived reflectance of a sur-
face. It represents the visual system’s attempt to extract
reflectance based on the luminances in the scene. 

Brightness is defined as the perceived intensity of light
coming from the image itself, rather than any property of the
portrayed scene. Brightness is sometimes defined as per-
ceived luminance. 

These terms may be understood by reference to figure 24.7.
The block is made of a 2x2 set of cubes, each colored either
light or dark gray. We call this the “checker- b l o c k . ”
Illumination comes from an oblique angle, lighting different
faces differently. The luminance image can be considered to
be the product of two other images: the reflectance image
and the illuminance image, shown below. These underlying
images are termed intrinsic images in machine vision
(Barrow and Tenenbaum, 1978). Intrinsic image decomposi-
tions have been proposed for understanding lightness per-
ception (Arend, 1994; Adelson and Pentland, 1996)

Patches p and q have the same reflectance, but different
luminances. Patches q and r have different reflectances and
d i fferent luminances; they share the same illuminance.
Patches p and r happen to have the same luminance, because
the lower reflectance of p is counterbalanced by its higher

illuminance. 
Faces p and q appear to be painted with the same gray,

and thus they have the same lightness. However, it is clear
that p has more luminance than q in the image, and so the
patches differ in brightness. Patches p and r differ in both
lightness and brightness.

The problem of lightness constancy

From a physical point of view, the problem of lightness con-
stancy is as follows. An illuminance image, E(x,y), and a
reflectance image, R(x,y), are multiplied to produce a lumi-
nance image, L(x,y):

An observer is given L at each pixel, and attempts to
determine the two numbers E and R that were multiplied to
make it. Unfortunately, unmultiplying two numbers is
impossible. If E(x,y) and R(x,y) are arbitrary functions, then
for any E(x,y) there exists an R(x,y) that produces the
observed image. The problem appears impossible, but
humans do it pretty well. This must mean that illuminance
and reflectance images are not arbitrary functions. They are
constrained by statistical properties of the world, as pro-
posed by Land and McCann.

Note that Land and McCann’s constraints fail when
applied to the checker-block image. Figure 24.8(a) shows
two light-dark edges. They are exactly the same in the
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FIGURE 24.6  Variants on the Koffka ring. (a) The ring appears about
uniform. (b) When split, the two half-rings appear distinctly differ-
ent. (c) When shifted, the two half-rings appear quite different. FIGURE 24.7  The “checker-block” and its analysis into two intrinsic

images.

L(x,y) = E(x,y)R(x,y).
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reflectance shading (Adelson, 2000)







What are the letters?



Picket-fence effect with speech
(from Bregman ‘Auditory Scene Analysis’)



Sinewave speech



Please say what this word is

sill 
shook 
rust 
wed 
pass 
lark 
jaw 

coop 
beak

Sinewave speech



Bayes’ rule



Bayesian inference
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Hierarchical Bayesian inference in visual cortex
(Lee & Mumford, 2003)

areas of the image are in shadow. Second, the high-level
knowledge of the identity of an individual suggests that a
face should have certain proportions, as measured from
the low-level data in V1. Both sets of information would
go into the full explanation of the image.

This basic formulation can also capture the interaction
among multiple cortical areas, such as V1, V2, V4, and
the inferotemporal cortex (IT). Note that although feed-
back goes all the way back to the LGN and it is simple to
include the LGN in the scheme, the computational role of
the thalamic nuclei could potentially be quite different.30

Hence we decide not to consider the various thalamic ar-
eas, the LGN, and the nuclei of the pulvinar, in this pic-
ture at present. The formalism that we introduce applies
to any set of cortical areas with arbitrary connections be-
tween them. But for simplicity of exposition, we assume
that our areas are connected like a chain. That is, we as-
sume that each area computes a set of features or beliefs,
which we now call xv1 , xv2 , xv4 , and xIT , and we make
the simplifying assumption that if, in the sequence of
variables (x0 , xv1 , xv2 , xv4 , xIT), any variable is fixed,
then the variables before and after it are conditionally in-
dependent. This means that we can factor the probabil-
ity model for these variables and the evidence x0 as

P!x0 , xv1 , xv2 , xv4 , xIT"

! P!x0!xv1"P!xv1!xv2"P!xv2!xv4"P!xv4!xIT"P!xIT"

and make our model an (undirected) graphical model or
Markov random field based on the chain of variables:

x0 ↔ xv1 ↔ xv2 ↔ xv4 ↔ xIT .

From this it follows that

P!xv1!x0 , xv2 , xv4 , xIT" ! P!x0!xv1"P!xv1!xv2"/Z1 ,

P!xv2!x0 , xv1 , xv4 , xIT" ! P!xv1!xv2"P!xv2!xv4"/Z2 ,

P!xv4!x0 , xv1 , xv2 , xIT" ! P!xv2!xv4"P!xv4!xIT"/Z4 .

More generally, in a graphical model one needs only po-
tentials #(xi , xj) indicating the preferred pairs of values
of directly linked variables xi and xj , and we have

P!xv1!x0 , xv2 , xv4 , xIT"

! #!x0 , xv1"#!xv1 , xv2"/Z!x0 , xv2" ,

P!xv2!x0 , xv1 , xv4 , xIT"

! #!xv1 , xv2"#!xv2 , xv4"/Z!vv1 , xv4",

P!xv4!x0 , xv1 , xv2 , xIT"

! #!xv2 , xv4"#!xv4 , xIT"/Z!xv2 , xIT",

where Z(xi , xj) is a constant needed to normalize the
function to a probability distribution. The potentials
must be learned from experience with the world and con-
stitute the guts of the model. This is a very active area
in machine learning research.4,6,8,19,20

In this framework each cortical area is an expert for in-
ferring certain aspects of the visual scene, but its infer-
ence is constrained by both the bottom-up data coming in
on the feedforward pathway (the first factor in the right-
hand side of each of the above equations) and the top-
down data feeding back (the second factor) [see Fig. 2(a)].

Each cortical area seeks to maximize by competition the
probability of its computed features (or beliefs) xi by com-
bining the top-down and bottom-up data with use of the
above formulas (the Z’s can be ignored). The system as a
whole moves, game theoretically, toward an equilibrium
in which each xi has an optimum value given all the other
x’s. In particular, at each point in time, a distribution of
beliefs exist at each level. Feedback from all higher ar-
eas can ripple back to V1 and cause a shift in the pre-
ferred beliefs computed in V1, which in turn can sharpen
and collapse the belief distribution in the higher areas.
Thus long-latency responses in V1 will tend to reflect in-
creasingly more global feedback from abstract higher-
level features, such as illumination and the segmentation
of the image into major objects. For instance, a faint
edge could turn out to be an important object boundary
after the whole image is interpreted, although the edge
was suppressed as a bit of texture during the first
bottom-up pass. The long-latency responses in IT, on the
other hand, will tend to reflect fine details and more-
precise information about a specific object.

The feedforward input drives the generation of the hy-
potheses, and the feedback from higher inference areas

Fig. 2. (a) Schematic of the proposed hierarchical Bayesian in-
ference framework in the cortex: The different visual areas
(boxes) are linked together as a Markov chain. The activity in
V1, x1 , is influenced by the bottom-up feedforward data x0 and
the probabilistic priors P(x1!x2) fed back from V2. The concept
of a Markov chain is important computationally because each
area is influenced mainly by its direct neighbors. (b) An alter-
native way of implementing hierarchical Bayesian inference by
using particle filtering and belief propagation: B1 and B2 are
bottom-up and top-down beliefs, respectively. They are sets of
numbers that reflect the conditional probabilities of the particles
conditioned on the context that has been incorporated by the be-
lief propagation so far. The top-down beliefs are the responses
of the deep layer pyramidal cells that project backward, and the
bottom-up beliefs are the activities of the responses of the super-
ficial layer pyramidal cells that project to the higher areas. The
potentials # are the synaptic weights at the terminals of the pro-
jecting axons. A hypothesis particle may link a set of particles
spanning several cortical areas, and the probability of this hy-
pothesis particle could be signified by its binding strength via ei-
ther synchrony or rapid synaptic weight changes.
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