VS265: Neural Computation

Bruno A. Olshausen, Instructor
baolshausen@berkeley.edu

Galen Chuang, GSI
galenc@berkeley.edu



Course resources, grading, logistics

Class meets Tuesday/Thursday 3:30-5:00
All course materials can be found on course website:
https://redwood.berkeley.edu/courses/vs265/
Including:
« Syllabus
* Link to Ed discussion forum
* Grading
* Problem sets (60%) — First set released next Tuesday
» Class participation

* Final project (40%)



Readings for this week

(available on the course website)
Today:

= Dreyfus, H.L. and Dreyfus, S.E. Making a Mind vs. Modeling the Brain:
Artificial Intelligence Back at a Branchpoint. Daedalus, Winter 1988.
= Mitchell, M. Why Al is Harder Than We Think.

Additional background reading:
Nicholls et al.: From Neuron to Brain (good intro to neuroscience)

Kandel and Schwartz et al.: Principles of Neural Science

Next week:

= Sterling & Laughlin chapters 6 (pp. 138-154), and 7
= Dayan & Abbott, Chapter 5.1-5.6

= Mead, C. Analog VLSI and Neural Systems. Chapter 1: Introduction and

Chapter 4: Neurons.

= Handout on Linear Neuron Models

= Carandini M, Heeger D (1994) Summation and division by neurons in
primate visual cortex.
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Find 1-2 people you don't already know, and
re-introduce yourself!

Then discuss:

- What do you think “neural computation” is
about?

- What topics are you hoping to learn more
about?



What have brain scans and single-unit
recording taught us about the computations
underlying perception and cognition?
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Example recording of 50,000+ neurons simultaneously
at 3Hz, using two-photon calcium imaging
Pachitariu + Stringer lab, HHMI
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https://players.brightcove.net/53038991001/default_default/index.html?videoId=6029063847001
https://mouseland.github.io

Why hasn’t machine intelligence scaled with Moore’s law!?
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After >50 years of concerted research efforts...

* there is little understanding of how neurons
interact to process sensory information or to
control actions.

* machines are still incapable of solving simple
perceptual and motor control tasks.

We are missing something fundamental on both
fronts: we are ignorant of the underlying principles
governing perception and action.



How did we get here?



Artificial Intelligence

Alan Turing John von Neumann Marvin Minsky John McCarthy

Among the most challenging scientific questions of our time are the
corresponding analytic and synthetic problems: How does the brain
function? Can we design a machine which will simulate a brain?

-- Automata Studies, 1956



MASSACHUSETTS INSTITUTE OF TECHNOLOGY
PEOJECT MAC

Subgoal for July

Anslysis of scenes consisting of non-overlapping objects from the
following set:

balls
bricks with faces of the same or different colors or t&:turéa
cylinders.

Each face will be of uniform and distinct coleor amnd/or taxtura..

Background will be homogeneous.

Extensiens for August

The first prierity will be teo handle objects of the same sort but
with cemplex surfaces and backgrounds, e.g. cigarette pack with writing
and bands of diffurént coler, or a cylindrical battery.

Then extend class of objects to objects like tools, cups, etc.



Machines will be capable, Within a generation...the

| confidently expect that within twenty years, of problem of creating

within a matter of 10 or  90INg any work that a artificial intelligence’ will be
15 years, something will ~ Man can do. substantially solved.
emerge from the — Herbert Simon, 1965 — Marvin Minsky, 1967

laboratory which is not
too far from the robot of
science fiction fame.

— Claude Shannon,
1961



The Lighthill debate (1973)

http://www.aiai.ed.ac.uk/events/lighthill 1973/

PROF. RICHARD GREGORY
Experimental Psychologist


http://www.aiai.ed.ac.uk/events/lighthill1973/1973-BBC-Lighthill-Controversy.mov

Cybernetics/neural networks

Norbert Wiener Warren McCulloch & Walter Pitts Frank Rosenblatt

“The implicit assumption [of the symbol manipulating research program] is that it is
relatively easy to specify the behavior that we want the system to perform, and that the
challenge is then to design a device or mechanism which will effectively carry out this
behavior. . . . It is both easier and more profitable to axiomatize the physical system and
then investigate this system analytically to determine its behavior, than to axiomatize the
behavior and then design a physical system by techniques of logical synthesis.”

-- Frank Rosenblatt, 1962



Perceptron model
(Rosenblatt, ca. 1960)
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Expanded Edition

Perceptrons

Marvin L. Minsky
Seymour A. Papert

MIT Press 1969

Perceptrons have been widely publicized as ‘pattern
recognition” or “learning” machines and as such have
been discussed in a large number of books, journal
articles, and voluminous “reports.” Most of this writing
... IS without scientific value.

Both of the present authors (first independently and
later together) became involved with a somewhat
therapeutic compulsion: to dispel what we feared to be
the first shadows of a “holistic” or “Gestalt”
misconception that would threaten to haunt the fields
of engineering and artificial intelligence as it had
earlier haunted biology and psychology.

Well, we have considered Gamba machines, which
could be described as “two layers of perceptron.” We
have not found (by thinking or by studying the
literature) any other really interesting class of
multilayered machine, at least none whose principles
seem to have a significant relation to those of the
perceptron.... We consider it to be an important
research problem to elucidate (or reject) our intuitive
judgment that the extension is sterile.



Hubel & Wiesel (1962, 1965)
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Neocognitron
(Fukushima 1980)
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feature pooling feature pooling
extraction extraction

image objects



Nervous systems are difficult to ob
manipulate

{ )P(Il Iract

Lateral
aentcubate
body Optic
raduations

SE€rve an

Micro-

vlectrode

Primary
vistal
COriex









.; N “"3

. -
v T
:

-




R

Al

(V)
C
O
. O
-
()
-
o
o
Q
o
o
(Vg
S
(4]
=
-
O
@)
X
),
)
|
O
O
G
O
N
&
&




1(Eum

r:ﬂ-*g "!!-'-—-—

-1%*"
" \

\






Anatomy of a
synapse
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Are there principles?

“God is a hacker”
— Francis Crick

“A wing would be a most mystifying structure if

one did not know that birds flew.....”
— H.B. Barlow (1961)



Otto Lilienthal experiments
with flight (1890’s)

Lilientiats Hird-flgns

Fig 2.
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Wright Flyer (1903)

The difficulty was not to get into the air but to stay there, and they concluded that
Lilienthal’s fatal problem had been an insufficient means of control.

Wilbur’s observations of birds in flight had convinced him that birds used more
“positive and energetic methods of regaining equilibrium.” ... It had occurred to him
that a bird adjusted the tips of its wings so as to present the tip of one wing at a
raised angle, the other at a lowered angle. Thus its balance was controlled by
“utilizing dynamic reactions of the air instead of shifting weight.”

— David McCullough, “The Wright Brothers”



NERSC (Lawrence Berkeley Lab) ~5 MW Jumping spider ~ 1 fly/day

1 mm

(Bair & Olshausen, 1991)

(Wayne Maddison)



GPT-10 Jumping spider

Functional
competence
Loihi 8.0
Current models (Neuromorphic
computing)
—

Computational efficiency



Approach

* Animal behavior.
* Biological structure.

e Mathematical structure.



THE EVOLUTION OF EYES

Michael F. Land Russell D. Fernald

Principles of optics
govern the design
of eyes




electric
organ

box jellysh weakly electric fish



Principles of
Neural Design

Peter Sterling and Simon Laughlin

Principles

Compute with chemistry

Compute directly with analog primitives
Combine analog and pulsatile processing
Sparsify

Send only what is needed

Send at the lowest acceptable rate
Minimize wire

Make neural components irreducibly small
Complicate

Adapt, match, learn, and forget



Computational principles

e Efficient coding

* Unsupervised learning

e Bayesian inference

* Dynamical systems

* Prediction

» High-dimensional vector algebra

 Computing with waves



Why Al is Harder Than We Think

" —

Melanie Mitchell

Springs and winters

Four fallacies:

1. Narrow intelligence is on a continuum
with general intelligence.

2. Easy things are easy and hard things
are hard.

3. The lure of wishful mnemonics.
4. Intelligence is all in the brain.



THAT'S THE WHOLE PROBLEM WITH

SCENCE. YOU'VE GOT A BUNCH OF
EMPIRICISTS TRYING TO DESCRIBE
THINGS OF UNIMAGINABLE WONDER.
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