
Going from Symbols to Scalars

VSA VSA Formulation

VFA Formulation

Advantages:

1. Similar images have high inner product
2. Enables the definition, and algebraic 

manipulation, of functions



Encoding real numbers via fractional binding
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Key idea 1: Represent any number x, by binding z x times with itself:



Encoding real numbers via fractional binding
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Key idea 1: Represent any number x, by binding z x times with itself:

Key idea 2: Extend this definition to support encoding of non-integer x 
values

T.A. Plate, “Holographic Recurrent Networks,” Advances in Neural Information Processing Systems (NIPS), pp. 34-41, 1992.
T.A. Plate, “Distributed Representations and Nested Compositional Structure,” University of Toronto, PhD Thesis, 1994.



Fractional binding creates a similarity-
preserving encoding (kernel)

Inner Product Kernel sinc(x)

K(Δx)



Representing functions with support points

A function:

is represented as a vector:



https://en.wikipedia.org/wiki/Whittaker%E2%80%93Shannon_interpolation_formula

A function:

is represented as a vector:

Representing functions with support points

https://en.wikipedia.org/wiki/Whittaker%E2%80%93Shannon_interpolation_formula


Application: regression with sinc
kernels



Manipulating functions in VFA

•Point-wise readout of a function

•Point-wise addition

•Function shifting

•Function convolution

•Overall similarity between functions



Representing images in VFA
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Phase distribution of the base vector 
determines similarity kernel



Binding FPEs to produce multi-
dimensional kernels



Periodic 2D kernels (Lattices)



How to map VFA onto neural circuits?
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2. Map amplitudes to firing rate 
and phases to spike timing

1. Use sparse high-dimensional vectors 



Slide from Denis Kleyko
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An encoding model of hippocampus predicts place fields and 
phase precession

Phase-Precession

Place Fields

Mouse Location
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