
Other helpful resources

• HD Computing/VSA seminar (2021): 
https://redwood.berkeley.edu/courses/computing-with-high-dimensional-
vectors/

• Pentti Kanerva’s lecture: 
https://www.youtube.com/watch?v=oB_mHCurNCI

• Ryan Moughan’s lecture

• Slides: https://redwood.berkeley.edu/wp-
content/uploads/2021/08/Word-Embeddings-with-HD-
Computing_VSA.pdf

• Video: 
https://drive.google.com/file/d/1vXO4wtBI2swI6uQUew3Y3NARM6GHX
V8f/view

https://redwood.berkeley.edu/courses/computing-with-high-dimensional-vectors/
https://www.youtube.com/watch?v=oB_mHCurNCI
https://redwood.berkeley.edu/wp-content/uploads/2021/08/Word-Embeddings-with-HD-Computing_VSA.pdf
https://drive.google.com/file/d/1vXO4wtBI2swI6uQUew3Y3NARM6GHXV8f/view




The GOFAI <-> Connectionism Debate

Jackendoff 2002:



Computing with high-dimensional vectors

Kanerva, P (2009). Hyperdimensional Computing:  An Introduction to Computing in Distributed 
Representation with High-Dimensional Random Vectors.  Cognitive Computing, 1: 139-159.

Concepts, variables, attributes are represented 
as high-dimensional vectors (e.g., 10,000 bits)

Three fundamental operations:
• multiplication  (binding)
• addition          (combining)
• permutation    (sequencing)

Approximates a field



Many instantiations of VSA vectors/operations exist



Concentration of measure:
Pseudo-orthogonality in high-dimensional space 







X  =  1 0 0 1 0 ... 0 1
A  =  0 0 1 1 1 ... 1 1

X*H = 0 1 1 1 0 ... 1 1  =  A’  A

Y  =  1 0 0 0 1 ... 1 0
B  =  1 1 1 1 1 ... 0 0

Y*B =  0 1 1 1 0 ... 1 0 0 1 1 1 0 ... 1 0 ‘(y = b)’

Z  =  0 1 1 0 1 ... 0 1
C  =  1 0 0 0 1 ... 0 1

Z*C =  1 1 1 0 0 ... 0 0 1 1 1 0 0 ... 0 0 ‘(z = c)’

2 2 3 1 1 ... 2 0
H  = 1 1 1 0 0 ... 1 0

sum
sum > 3/2

X  = 1 0 0 1 0 ... 0 1 ‘unbind’

X*A =  1 0 1 0 1 ... 1 0 1 0 1 0 1 ... 1 0 ‘(x = a)’bind with XOR (*)

Item/clean-up memory 
finds nearest neighbor 
among known vectors

0 0 1 1 1 ... 1 1  =  A

Encoding of ‘(X=A) and (Y=B) and (Z=C)’



Three Examples

• Analogical reasoning

• Language identification via trigram statistics

• Semantic modeling with word vectors



Analogical Reasoning

What is the dollar of Mexico?







Gayler & Levy (2007), Analogical Mapping 
with Vector Symbolic Architectures

Plate (1994) thesis, Chapter 6: Estimating 
analogical similarity

Kent & Maudgalya (2020), Vector symbolic scene analogies

Other examples of analogical reasoning



Language identification from trigram statistics
(Joshi, Halseth, Kanerva 2017)

Encode a trigram vector for each three-letter sequence A, B, C 
as

Add all trigram vectors of a text into a 10,000-D Profile Vector. 
For example, the text segment

“the quick brown fox jumped over ...”

gives rise to the following trigram vectors, which are added into 
the profile for English

Engl += THE + HE# + E#Q + #QU + QUI + UIC + ...





Visualizing similarity of languages



Learning Word Embeddings

• Key idea: words with similar 
meaning will occur in 
similar situations → learn 
meaning from statistics of 
different situations
• Known as distributional 

hypothesis
• Second key idea: use high-

dimensional vectors 
(embeddings) to encode 
similarity



Why use HD computing/VSA for word models?

Latent Semantic 
Analysis

• Based on computing 
SVD of co-
occurrence matrix

Downsides:
• SVD is 

computationally 
expensive

• Difficult to update 
with new entries 

• Requires holding co-
occurrence matrix in 
memory

HD computing 
methods

• Word embedding 
updates based on 
random context/order 
vectors

Upsides:
• Easy to compute
• Easy to update
• Never stores co-

occurrence matrix



Prerequisite steps

• Define random “label” vectors
• Sparse ternary: most values 0, small percentage 

are either +1 or -1 
• Holographic Reduced Representations: 

components drawn from Gaussian with mean 0 
and variance 1/d (d=vector dimension)

• Mark most frequent words
• Lemmatization

• (e.g., {'walk', 'walked', 'walks’, 'walking’} -> walk)



Context and Order Information (BEAGLE)
Example sentence: “a dog bit the mailman”

Context: 

[dog] = a + 0 + bit + the + 
mailman

→ 0 + 0 + bit + 0 + mailman

= bit + mailman

Order:

Average over 
many 

sentences

a, the, bit, mailman, Φ are fixed random label vectors (HRR*) 

*Holographic Reduced 
Representations

(Don’t add frequent words)



Context and Order Information (RI)
Example sentence: “a dog bit the mailman”

Context: 

[dog] = a + 0 + bit + the + 
mailman

→ 0 + 0 + bit + 0 + mailman

= bit + mailman

Order:

Average over 
many 

sentences

a, the, bit, mailman, Φ are fixed random label vectors (sparse ternary) 



Example application: Sentence completion



Example application: Sentence completion



Aside: how does this compare to Word2Vec?

Continuous Bag of Words
(similar to Order)

Skipgram
(similar to Context)


