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…problem solving behavior, language, expert knowledge and 
application, and reason, are all pretty simple once the 
essence of being and reacting are available.  That essence is 
the ability to move around in a dynamic environment, sensing 
the surroundings to a degree sufficient to achieve the 
necessary maintenance of life and reproduction.  This part of 
intelligence is where evolution has concentrated its time--it is 
much harder.

— Rodney Brooks, “Intelligence without representation,” 
Artificial Intelligence (1991)



Fig. 5 – Two views of thalamocortical pathways. The upper
figure illustrates a motor instruction to the lower motor
center, coming either from the cortex or from the upper parts
of the brainstem. Each can send an efference copy shown in
red to the thalamus. The lower figure shows the afferents to
the thalamus, also in red, all serving essentially the same
function as copies of motor instructions. Abbreviations: FO
first order, HO higher order.

Fig. 6 – Ramon y Cajal's (1911) illustration of the thalamic
branches given off by the mamillotegmental tract. The upper
figure (644) is a sagittal section (anterior to right, dorsal up)
that shows the principal mamillary tract (Fmpr) giving off the
mamillothalamic tract (Fthm) anteriorly and continuing
posteriorly as the mamillotegmental tract (Ftm). FM,
habenulo-peduncular tract. The lower figure (645) shows the
detail of the branching.
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an absolute depth judgment with respect
to fixation, while fine stereopsis requires
the judgment of relative depth, i.e., com-
paring depth across space; (2) the partic-
ular coarse stereopsis task used requires
the monkey to discriminate a signal in
noise, while the fine task does not; (3)
the range of disparities is quite different.

Chowdhury and DeAngelis (2008) repli-
cate the finding that monkeys initially
trained on coarse stereopsis show im-
paired coarse depth discrimination when
muscimol is injected into MT. Remark-
ably, the same animals, after a second
round of training on fine stereopsis, are
unimpaired at either fine or coarse depth
discrimination by similar injections. More-
over, recordings in MT show that neuronal
responses are not altered by learning the
fine stereopsis task. Given the differences
between the tasks and the large number

of visual areas containing disparity-sensi-
tive neurons, one might not be surprised
to find different areas involved in the two
tasks. But it is quite unexpected that
merely learning one task would change
the contribution of areas previously in-
volved in the other. Chowdhury and
DeAngelis conclude that the change in
outcome reflects a change in neural de-
coding—decision centers that decode
signals to render judgments of depth,
finding MT signals unreliable for the fine
stereopsis task, switch their inputs to se-
lect some better source of disparity infor-
mation. Candidates include ventral
stream areas V4 or IT, where relative dis-
parity signals have been reported (Orban,
2008) and which contain far more neurons
than MT (Figure 1). When challenged
afresh with the coarse depth task, these
same decision centers may now find that

their new sources of information can solve
the coarse task as well as the old ones.
MT is no longer critical.

Perhaps in other monkeys MT would
never have a role in stereopsis at all.
ChowdhuryandDeAngelis’monkeyswere
trained simultaneously or previously to
discriminate motion, which engages MT.
Faced with a qualitatively similar random
dot stimulus, it might make sense for the
cortex to try to solve the new problem of
stereopsis with existing decoding strate-
gies. But if the animals were initially trained
on a different task—say, a texture discrim-
ination—MT might never be engaged at
all. It would also be interesting to see the
outcome if monkeys were trained on depth
tasks that were less different and could
be interleaved in the same sessions, for
example noise-limited depth judgments
using similar absolute or relative disparity

Figure 1. A Scaled Representation of the Cortical Visual Areas of the Macaque
Each colored rectangle represents a visual area, for the most part following the names and definitions used by Felleman and Van Essen (1991). The gray bands
connecting the areas represent the connections between them. Areas above the equator of the figure (reds, browns) belong to the dorsal stream. Areas below the
equator (blues, greens) belong to the ventral stream. Following Lennie (1998), each area is drawn with a size proportional to its cortical surface area, and the lines
connecting the areas each have a thickness proportional to the estimated number of fibers in the connection. The estimate is derived by assuming that each area
has a number of output fibers proportional to its surface area and that these fibers are divided among the target areas in proportion to their surface areas. The
connection strengths represented are therefore not derived from quantitative anatomy and furthermore represent only feedforward pathways, though most or all
of the pathways shown are bidirectional. The original version of this figure was prepared in 1998 by John Maunsell.
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Activity in V1 more than doubles during 
locomotion 

(Neil & Stryker, 2010)
run on a foam ball floated on a stream of air, while its head was
fixed to a crossbar via a small metal headplate implanted with
dental acrylic. A small craniotomy allowed us to insert a silicon
multisite electrode into either primary visual cortex or the
thalamic lateral geniculate nucleus (LGN), which enabled
recording of up to 12 single units simultaneously. We also used
two optical mice to measure the displacement of the ball as
the mouse ran (Dombeck et al., 2007), allowing us to calculate
the physical speed of the ball at a point directly underneath the
mouse. A histogram of typical speeds on the ball is shown in
Figure 1C, demonstrating that the mouse spent a significant
amount of time nearly stationary (which we defined as <1 cm/s),
as well as running at up to !50 cm/s, speeds consistent with
measurement of open-field running (Friedman et al., 1992). The
mouse also occasionally performed grooming behavior, which
was manually marked and removed from subsequent analysis.
Under these conditions, the mouse would readily feed and
manipulate objects placed in its mouth or forepaws. The animal
was allowed to behave freely; in a few cases, the animal spent
all its time either running or stationary, preventing us from
acquiring sufficient data to compare the two states. These cases
were not included in our analysis. Movie S1 shows typical
behavior of the mouse on the ball, including sitting still, running,
and grooming.

Figure 1B shows the typical power spectrum of the local field
potential (LFP) measured in cortex throughout a recording period
as we presented drifting bars at a range of orientations. The
speed of the ball’s movement is shown in green at the bottom.
During periods when the mouse was stationary, there was
a broad band of power at low frequencies, including a peak
between 10–30 Hz, and a narrow peak in the high gamma, which
varied across animals from 50 to 70 Hz. Locomotion was corre-
lated with a decrease in low-frequency power and a dramatic
increase in the amplitude of the high-frequency gamma peak,
as illustrated in Figure 1D, which shows the average power spec-
trum from stationary versus running periods. A scatter plot of
high-frequency gamma power versus speed shows an abrupt
increase once the animal is moving (Figure 1E). A similar, though
smaller, increase in high-frequency power was also observed

in the absence of visual stimuli on the gray mean-luminance
background (Figure S1). During active periods, we could also
observe a narrow peak at the theta frequency (8–9 Hz), which
may be due to volume conduction from the hippocampus
(Sirota et al., 2008) and is consistent with exploratory behavior
(Buzsáki, 2002). These shifts in the LFP suggest a difference
between the cortical states during these two behaviors.

To explore the visual responses of neurons during these two
states, we recorded single-unit activity in layer 2/3 of the visual
cortex in eight animals. We measured visual responses during
trials that consisted of 1.5 s presentations of drifting gratings of
six different spatial frequencies moving in 12 directions at 2 Hz
separated by 0.2 s intervals of blank screen. The screen was
centered at 45" from the midline in front of the contralateral
eye, with receptive fields near the center of the monitor; further-
more, the small amplitude of eye movements that we recorded
(<5", Figure S4) ensures that the mouse did not move its gaze
away from the monitor. Figure 2A shows rasters for a typical
response to three cycles of an optimally oriented grating,
demonstrating the strong periodic response characteristic of
linear (simple) cells. The color coding of individual trials (red,
stationary; blue, moving) reveals that, while the unit was respon-
sive on nearly all trials, it fired more spikes when the mouse was
moving than when stationary. This is further demonstrated in
Figures 2B and 2C, which show the peristimulus time histograms
(PSTH) for stationary and moving periods, respectively.
Figure 2D shows the orientation tuning curve at the optimal
spatial frequency, which demonstrates that the unit has relatively
narrow tuning for the two directions of motion of a single orienta-
tion, !25" half-width at half-maximum, and almost no response
to the orthogonal directions. The increased responsiveness
during moving periods consists of a multiplicative increase in
firing rate across the tuning curve. There is little change in the
low spontaneous rate, shown by the dashed lines.

We classified units as broad- or narrow-spiking according to
their average spike waveform (Figure S2), which has been shown
to correspond roughly to excitatory versus inhibitory cell type
(Barthó et al., 2004; McCormick et al., 1985) and has also been
shown to correspond to different visual response properties in

Figure 1. Experimental Setup and LFP
Dependence on Behavioral State
(A) The mouse’s head is fixed on top of a styrofoam

ball suspended by air. Multisite silicon probes are

used to measure spiking units, while data from

pairs of optical mice are used to calculate the

motion of the ball under the mouse. (B) Local field

potential (LFP) power during the duration of

a single recording, with corresponding speed

trace shown below in green. (C) Distribution of

mouse speed, showing a large fraction of time

spent stationary and a wide distribution of running

speeds. (D) Average power spectrum from

recording shown in (B), during stationary versus

moving periods. (E) Scatter plot of power around

gamma peak (60–70 Hz) versus speed of move-

ment, demonstrating a sharp transition between

stationary and moving states. See also Figure S1

and Movie S1.
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visual experience does not arise because an internal 
representation of the world is activated in some brain area. 

…
Indeed, there is no “re”-presentation of the world inside the brain: 

…
The experience of seeing occurs when the outside world is being 
probed according to the visual mode.

- O’Regan & Noë (2001)

1. Introduction

1.1. The puzzle of visual experience
What is visual experience and where does it occur?

It is generally thought that somewhere in the brain an in-
ternal representation of the outside world must be set up
which, when it is activated, gives us the experience that we
all share of the rich, three-dimensional, colorful world. Cor-
tical maps – those cortical areas where visual information
seems to be retinotopically organized – might appear to be
good candidates for the locus of perception.

Cortical maps undoubtedly exist, and they contain infor-
mation about the visual world. But the presence of these
maps and the retinotopic nature of their organization can-
not in itself explain the metric quality of visual phenome-
nology. Nor can it explain why activation of cortical maps
should produce visual experience. Something extra would
appear to be needed in order to make excitation in cortical
maps provide, in addition, the subjective impression of see-
ing.

A number of proposals have come forth in recent years
to suggest how this might come about. For example, it has
been suggested, from work with blindsight patients, that
consciousness in vision may derive from a “commentary”
system situated somewhere in the fronto-limbic complex
(taken to include the prefrontal cortex, insula and claus-
trum; cf. Weiskrantz 1997, p. 226). Crick and Koch (1990),
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V1 representation during eye movement
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There is an analogy to be drawn between this example
and the situation faced by the brain. From the point of view
of the brain, there is nothing that in itself differentiates ner-
vous influx coming from retinal, haptic, proprioceptive, ol-
factory, and other senses, and there is nothing to discrimi-
nate motor neurons that are connected to extraocular
muscles, skeletal muscles, or any other structures. Even if
the size, the shape, the firing patterns, or the places where
the neurons are localized in the cortex differ, this does not
in itself confer them with any particular visual, olfactory,
motor or other perceptual quality.

On the other hand, what does differentiate vision from,
say, audition or touch, is the structure of the rules govern-
ing the sensory changes produced by various motor actions,
that is, what we call the sensorimotor contingencies govern-
ing visual exploration. Because the sensorimotor contin-
gencies within different sensory domains (vision, audition,
smell, etc.) are subject to different (in)variance properties,
the structure of the rules that govern perception in these
different modalities will be different in each modality.

A first law distinguishing visual percepts from perception
in other modalities is the fact that when the eyes rotate, the
sensory stimulation on the retina shifts and distorts in a very
particular way, determined by the size of the eye move-
ment, the spherical shape of the retina, and the nature of
the ocular optics. In particular, as the eye moves, contours
shift and the curvature of lines changes. For example, as
shown in Figure 1, if you are looking at the midpoint of a
horizontal line, the line will trace out a great arc on the in-
side of your eyeball. If you now switch your fixation point
upwards, the curvature of the line will change; represented
on a flattened-out retina, the line would now be curved. In
general, straight lines on the retina distort dramatically 
as the eyes move, somewhat like an image in a distorting
mirror.

Similarly, because of the difference in sampling density
of the retinal photoreceptors in central and in peripheral vi-
sion, the distribution of information sensed by the retina
changes drastically, but in a lawful way, as the eye moves.
When the line is looked at directly, the cortical representa-
tion of the straight line is fat in the middle and tapers off to
the ends. But when the eye moves off the line, the corti-
cal representation peters out into a meager, banana-like
shape, and the information about color is radically under-
sampled, as shown in the bottom right hand panel of Fig-
ure 1. Another law that characterizes the sensorimotor con-
tingencies that are particular to visual percepts is the fact
that the flow pattern on the retina is an expanding flow
when the body moves forwards, and contracting when the
body moves backwards. Visual percepts also share the fact
that when the eyes close during blinks, the stimulation
changes drastically, becoming uniform (i.e., the retinal im-
age goes blank).

In contrast to all these typically visual sensorimotor con-
tingencies, auditory sensorimotor contingencies have a dif-
ferent structure They are not, for example, affected by eye
movements or blinks. They are affected in special ways by
head movements: rotations of the head generally change
the temporal asynchrony between left and right ears. Move-
ment of the head in the direction of the sound source
mainly affects the amplitude but not the frequency of the
sensory input.

We therefore suggest that a crucial fact about vision is
that visual exploration obeys certain laws of sensorimotor

contingency. These laws are determined by the fact that the
exploration is being done by the visual apparatus.

In summary: the sensorimotor contingencies discussed
in this section are related to the visual apparatus and to the
way three-dimensional objects present themselves to the
visual apparatus. These sensorimotor contingencies are dis-
tinctive of the visual sense modality, and differ from the
sensorimotor contingencies associated with other senses.

2.2. Sensorimotor contingencies determined 
by visual attributes

Real objects have properties such as size, shape, texture,
and color, and they can be positioned in the three-dimen-
sional world at different distances and angles with respect
to an observer. Visual exploration provides ways of sampling
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Figure 1. Top: The eye fixates the middle of a straight line and
then moves to a point above the line. The retinal stimulation
moves from a great arc on the equator of the eye to a different,
smaller great arc. Bottom left: Flattened out retina showing great
arc corresponding to equator (straight line) and off-equator great
arc (curved line). Triangles symbolize color-sensitive cone pho-
toreceptors, discs represent rod photoreceptors. Size of photore-
ceptors increases with eccentricity from the center of the retina.
Bottom right: Cortical activation corresponding to stimulation by
the two lines, showing how activation corresponding to a directly
fixated straight line (large central oblong packet tapering off to-
wards its ends) distorts into a thinner, banana shaped region, sam-
pled mainly by rods, when the eye moves upwards. As explained
in Section 2.2, if the eye moves along the straight line instead of
upwards, there would be virtually no change at all in the cortical
representation. This would be true even if the cortical represen-
tation were completely scrambled. This is the idea underlying the
theory that shape in the world can be sensed by the laws obeyed
by sensorimotor contingencies.



A first point concerns the importance of the observer’s
being able to manipulate the TV camera himself or herself
(Bach-y-Rita 1972; 1984; Sampaio 1995).

In the earliest trials with the TVSS device, blind subjects
generally unsuccessfully attempted to identify objects that
were placed in front of the camera, which was fixed. It was
only when the observer was allowed to actively manipulate
the camera that identification became possible and ob-
servers came to “see” objects as being externally localized
(White et al. 1970). This important point constitutes an em-
pirical verification of the mainstay of the present theory of
visual experience, namely, that seeing constitutes the abil-
ity to actively modify sensory impressions in certain law-
obeying ways.

Once observers have had practice with the TVSS, several
further aspects of the experience provided by the system
suggest that it is similar to the experience of vision. First,
though initially observers locate stimulation on the body
part which is stimulated, with practice, the observers locate
objects in space, and not on the skin – although they are still
able to feel the local tactile sensation (e.g., if it is painful or
if it itches). Indeed, after using one skin location (e.g., the
back), an observer has no problem transferring to a differ-
ent skin location (e.g., the forehead).

An interesting example shows that the localization of ob-
jects outside the body is not just a cognitive strategy but

truly resembles visual experience. In an anecdote reported
by Bach-y-Rita, the zoom control of the camera being used
by a well-trained subject was moved, causing a sudden mag-
nification or “looming” of the tactile image. Bach-y-Rita
states (1972, p. 98): “the startled subject raised his arms and
threw his head backward to avoid the ‘approaching’ object.
It is noteworthy that, although the stimulus array was, at
the time, on the subject’s back, he moved backward and
raised his arms in front to avoid the object, which was sub-
jectively located in the three-dimensional space before
him.”37 Another interesting observation caused puzzle-
ment in the early investigations with the TVSS. For practi-
cal reasons the battery of 400 vibrators mounted on the ob-
server’s back consisted of two ramps of 200 vibrators, one
on each side of the observer’s backbone. A large gap was
therefore present in the tactile representation of the visual
field. “Curiously” however, no gap was apparent in ob-
servers’ perceived visual field. This tactile analog of what
might incorrectly be called “filling-in” of the retinal blind
spot is, of course, unsurprising in the light of the present
theory, where no filling-in mechanism need be postulated
(cf. sect. 5.5).

Do blind people actually see with the TVSS? The ques-
tion has been raised by Bach-y-Rita who prefers to put the
word “see” in quotes. One justification for this, he claims,
is the fact that people who have learnt to see with the de-
vice are disappointed when shown pictures of their loved
ones, or erotic pictures: they have no emotional reaction.
Bach-y-Rita interprets this as a failure of the device to pro-
vide true visual experience. An alternative, however, is to
admit that the device does provide true visual experience,
but that emotional and sexual reactions are strongly linked
to the sensations that are experienced during the period
when emotional attachment occurs and sexual interest de-
velops. If, during the course of development, these experi-
ences are initially non-visual, then they will remain non-
visual.38

Morgan (1977) also discusses this and concludes, that ei-
ther people really do see with the TVSS, or there can be no
scientific psychology. Clearly from the point of view of the
present theory, seeing is not a matter of “all or nothing.”
There are many aspects to seeing, and the TVSS provides
some but not all of them. The invariants related to position
and size changes of the tactile image are similar to those in
normal vision. Color and stereo vision however are absent,
and resolution is extremely poor. But, just as color blind,
stereo blind, one-eyed or low-sighted people can be said to
“see,” people using the TVSS should also be said to see. The
fact that stimulation is provided through the skin should be
irrelevant, providing the stimulation obeys the required
sensorimotor laws. Of course, seeing with the skin probably
involves laws that are not exactly the same as seeing with
the eyes, just as seeing colors in the dark is not quite the
same as in the light. The experience associated with the
TVSS will thus also be somewhat different from normal vi-
sual experience.

5.15. The “facial vision” of the blind
A further interesting example of sensory substitution comes
from what is called the “facial vision,” or “obstacle sense,”
or “pressure sense” of blind people. In locating objects, par-
ticularly when these are large and in the 30–80 cm range,
blind people often have the impression of a slight touch on
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Figure 7. A blind subject with a “Tactile Visual Substitution sys-
tem” (TVSS). A TV camera (mounted on spectacle frames) sends
signals through electronic circuitry (displayed in right hand) to an
array of small vibrators (left hand) which is strapped against the
subject’s skin. The pattern of tactile sitmulation corresponds roughly
to a greatly enlarged visual image. (Photograph courtesy of P. Bach-
y-Rita). From Morgan (1977).
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92774 Boulogne-Billancourt Cedex, France

J.-P. Nadal
Jean-Pierre.Nadal@lps.ens.fr
Laboratoire de Physique Statistique, Ecole Normale Supériure,
75231 Paris Cedex 05, France

This letter suggests that in biological organisms, the perceived structure
of reality, in particular the notions of body, environment, space, object,
and attribute, could be a consequence of an effort on the part of brains
to account for the dependency between their inputs and their outputs in
terms of a small number of parameters. To validate this idea, a procedure is
demonstrated whereby the brain of a (simulated) organism with arbitrary
input and output connectivity can deduce the dimensionality of the rigid
group of the space underlying its input-output relationship, that is, the
dimension of what the organism will call physical space.

1 Introduction

The brain sits inside the cranial cavity monitoring the neural signals that
come into it and go out of it. From this processing emerge the notions of
self, outside space, objects within that space, and object attributes like color,
luminosity, and temperature. Even simple organisms that have little or no
cognitive ability clearly possess these concepts at least implicitly, since they
show spatially adapted behavior like locomotion, navigation, grasping, and
discrimination of different objects.

How is this possible? What kind of algorithms must be at work inside
biological brains for these notions to be extracted from the neural activity
in a mass of unlabeled nerve fibers? Do brains have this capacity because
phylogeny has yielded a brain structure that is specially adapted to under-
standing the notion of space?
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brain

Figure 1: A simple organism consisting of an articulated arm with two “fingers”
and a composite “eye” mounted on each.

the same way to motor commands, while the other inputs show only partial,
unsystematic relations to motor commands. What is the natural conclusion
that the organism can deduce from this fact? It is the fact that its universe
can be separated into a part that the organism can completely control and a
part that the organism can only partially control.

We shall call the first part, over which it has complete control, the organ-
ism’s body and the second part the organism’s environment. We shall call the
first type of inputs proprioceptive and the others exteroceptive.1 We shall say
the body is stationary when proprioception is constant, and we shall say the
environment is stationary when exteroception is constant.2 Note that since
the organism is totally naive about its environment (and even about the fact
that there is such a thing at all as an environment), it has no choice but to
define these notions.

The brain can now attempt to understand its environment. Changes that
occur in exteroceptive sensors when the body is stationary can be taken to
derive from the environment. We shall assume that the brain attempts to
account for these changes, which are defined in the very high-dimensional
space of the number of exteroceptors, in terms of a much smaller number
of parameters. For example, in the case of the articulated arm, there may
be 40 photoreceptors, but their outputs are completely determined by a
much smaller number of parameters: the positions of the three lights in

1 We follow the terminology used in Kandel, Schwartz, and Jessell (2000) and stress
that exteroceptive sensors are sensitive not only to changes of the environment but to
motion of the body as well, while proprioceptive are sensitive to changes of the body only
(which is more restrictive that the usual use of this term). Also, it should be noted that this
distinction arises gradually: certain inputs that might at first seem completely determined
by motor commands will later turn out in fact only to be partially determined by them.

2 This definition is compatible with sensors sensitive to derivatives of position, since,
for example, if both velocity and position are constant, then velocity must be zero.
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the changes that must have occurred in the environment. The similarity lies
in the very general idea of analyzing the sensorial consequences of a move-
ment of the body alone to understand the changes of the environment. This
is a classical idea today. But it usually relies on a kind of platonic a priori
about the existence of space and assumes that the role of the brain is to
map its sensory inputs to some kind of objective archetype of the world and
try to understand its sensations in relation to this abstract world. Here we
used terms such as “representations of the state of the exteroceptive body”
to describe what we (or the brain) conceive this world to be, without any
relationship with an a priori model.

3 Mathematical Sketch

In order to make the preceding discussion more precise and in order to
derive a simple, neuronally plausible algorithm, we present a sketch of a
mathematical formalization. We illustrate only the essential aspects of our
approach to show in a few steps how it is possible to deduce the dimen-
sion of the manifold of rigid transformations of outside “physical” space.
The appendix provides suggestions for a more realistic implementation,
and a second article will show, beyond the discovery of dimensions, how
the group structure of these rigid transformations can be accessed and
used.

We think that the problem we want to answer is precisely the problem
addressed in differential geometry. Indeed, a usual way of introducing the
aim of differential geometry is transparently summarized by saying that
“to consider S as a manifold means that one is interested in investigating
those properties of S that are invariant under coordinate transformations”
(Amari & Nagaoka, 1993). If we think of the sensorimotor system as a highly
redundant parameterization system to move in this manifold and make
observations on it, then the goals are strikingly identical. The structure of the
world consists in those properties that will be imposed on any sensorimotor
system; the rest is an artifact of the specificities of bodies. It is in this spirit
that we use the language of differential geometry, with the conviction it can
provide insights.

Consider an environment whose set of all states E is a manifold E of
dimension e. Suppose the set of all observed sensory inputs S is a mani-
fold S of dimension s, and the set of all possible outputs M is a manifold
M of dimension m. Finally, suppose the environment imposes a “smooth
enough” (meaning that we will consider the problem only in a region ex-
cluding the singularities ofψ) relation between sensory signals S and motor
commands M:

S = ψ(M, E). (3.1)

Note that with our definitions, we have S = ψ(M× E).
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Figure 2: The sensory manifold in the neighborhood of S0, the E0 and M0-
sections (see text). These two manifolds are transverse, and their intersection
is the manifold of the sensory inputs accessible through either motion of the
exteroceptive body or motion of the environment.

environment change only. Since we have

dS = ∂ψ

∂M
|(M0,E0) · dM + ∂ψ

∂E
|(M0,E0) · dE, (3.2)

we can remark that

{dS} = {dS}dM=0 + {dS}dE=0. (3.3)

What are the manifolds to which these subspaces are tangent? Starting from
(M0, E0), we can consider the sensory inputs obtained through variations
of M only (E0-section ≡ ψ(E0,M)) and sensory inputs obtained through
variations of E only (M0-section ≡ ψ(E, M0)) (see Figure 2). {dS}dE=0 and
{dS}dM=0 are the tangent spaces at the point S0 of these manifolds, and the
fact that their vectorial sum is the overall tangent space of S means, by the
definition of transversality, that the two sections are transverse (see, e.g.,
Laudenbach, 1999, for a basic description of transversality in submanifolds
of Rn.). We will call C(M0, E0) their intersection, which is thus a manifold
as well.

When the body is stationary, the dimension {dS}dM=0 gives the number e
of variables necessary for a local description of the environment. When the
environment is stationary, the dimension {dS}dE=0 gives the number p ≤ m
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Table 1: Summary of the Three Experiments.

Characteristics Organism 1 Organism 2 Organism 3

Dimensions of motor commands 40 100 100
Dimensions of exteroceptive inputs 40 80 80
Number of eyes 2 4 4
Diaphragms None Reflex Controlled
Number of lights 3 5 5
Light luminance Fixed Variable Variable

Dimensions found for body (p) 12 24 28
Dimensions found for environment (e) 9 20 20
Dimensions found for both (b) 15 38 41

Deduced dimension of rigid group (d) 6 6 7

Notes: Proprioception does not play a role in the calculation and so is not shown in the
table. The estimations given here are obtained from Figures 3c and 4. In Organism 3,
the group of compensated transformations is different from the orthogonal Euclidean
group because the organism has control over a nonspatial aspect of its body, namely the
diaphragm aperture.

of the results is presented in Table 1. It should be stressed that the same
kind of simulation could be done for any other arbitrary kind of device
with sensory inputs and motor outputs.

In the first experiment, the arm had four joints and two eyes, and the
environment consisted of three lights. Each eye consisted of a composite
“retina” with 20 omnidirectionally (i.e., not directional) sensitive photo sen-
sors mounted rigidly on a small, flat surface, attached to the end of a “finger,”
one for each eye.

Each joint had four proprioceptive sensors whose output depended on
the position of the joint, according to a fixed, randomly assigned law. The
orientation of the eyes provided no proprioception.

The motor command moving the device was a 40-dimensional vector,
which was converted by a fixed random function to the 12 values that de-
termined the 3D spatial coordinates of the surfaces holding the two eyes
and their orientations.

These particular choices were arbitrary: the purpose was merely to sim-
ulate a complicated sensorimotor relation that was unknown to the brain
and had the property that the number of dimensions of the motor com-
mands and of the sensory inputs should be high compared to the number
of degrees of freedom of the physical system.

In the second experiment, we considered a more complex device with
an arm having 10 joints, bearing 4 eyes. Each eye had a diaphragm or at-
tenuator with an automatic “pupil reflex” that reduced light input to it in
such a way that total illumination for the eye was constant. There were
five light sources in the environment, and we now allowed their inten-

Learned degrees of freedom


