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an absolute depth judgment with respect
to fixation, while fine stereopsis requires
the judgment of relative depth, i.e., com-
paring depth across space; (2) the partic-
ular coarse stereopsis task used requires
the monkey to discriminate a signal in
noise, while the fine task does not; (3)
the range of disparities is quite different.

Chowdhury and DeAngelis (2008) repli-
cate the finding that monkeys initially
trained on coarse stereopsis show im-
paired coarse depth discrimination when
muscimol is injected into MT. Remark-
ably, the same animals, after a second
round of training on fine stereopsis, are
unimpaired at either fine or coarse depth
discrimination by similar injections. More-
over, recordings in MT show that neuronal
responses are not altered by learning the
fine stereopsis task. Given the differences
between the tasks and the large number

of visual areas containing disparity-sensi-
tive neurons, one might not be surprised
to find different areas involved in the two
tasks. But it is quite unexpected that
merely learning one task would change
the contribution of areas previously in-
volved in the other. Chowdhury and
DeAngelis conclude that the change in
outcome reflects a change in neural de-
coding—decision centers that decode
signals to render judgments of depth,
finding MT signals unreliable for the fine
stereopsis task, switch their inputs to se-
lect some better source of disparity infor-
mation. Candidates include ventral
stream areas V4 or IT, where relative dis-
parity signals have been reported (Orban,
2008) and which contain far more neurons
than MT (Figure 1). When challenged
afresh with the coarse depth task, these
same decision centers may now find that

their new sources of information can solve
the coarse task as well as the old ones.
MT is no longer critical.

Perhaps in other monkeys MT would
never have a role in stereopsis at all.
ChowdhuryandDeAngelis’monkeyswere
trained simultaneously or previously to
discriminate motion, which engages MT.
Faced with a qualitatively similar random
dot stimulus, it might make sense for the
cortex to try to solve the new problem of
stereopsis with existing decoding strate-
gies. But if the animals were initially trained
on a different task—say, a texture discrim-
ination—MT might never be engaged at
all. It would also be interesting to see the
outcome if monkeys were trained on depth
tasks that were less different and could
be interleaved in the same sessions, for
example noise-limited depth judgments
using similar absolute or relative disparity

Figure 1. A Scaled Representation of the Cortical Visual Areas of the Macaque
Each colored rectangle represents a visual area, for the most part following the names and definitions used by Felleman and Van Essen (1991). The gray bands
connecting the areas represent the connections between them. Areas above the equator of the figure (reds, browns) belong to the dorsal stream. Areas below the
equator (blues, greens) belong to the ventral stream. Following Lennie (1998), each area is drawn with a size proportional to its cortical surface area, and the lines
connecting the areas each have a thickness proportional to the estimated number of fibers in the connection. The estimate is derived by assuming that each area
has a number of output fibers proportional to its surface area and that these fibers are divided among the target areas in proportion to their surface areas. The
connection strengths represented are therefore not derived from quantitative anatomy and furthermore represent only feedforward pathways, though most or all
of the pathways shown are bidirectional. The original version of this figure was prepared in 1998 by John Maunsell.
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responses (both simple and complex) and averaging these products 
over local regions, yielding local correlations. Correlations have been 
shown to capture important features of naturalistic texture images and 
have been used to explain some aspects of texture perception17,26,27. 
Correlations across orientations at different positions yield selec-
tivity to angles and curved contours, as suggested by physiological  
studies of area V2 (refs. 28–32). Correlations across frequencies encode 
features with aligned phase or magnitude (for example, sharp edges 
or lines)17,33, and correlations across positions capture periodicity.  
Finally, local correlations are compatible with models of cortical com-
putation that propose hierarchical cascades of linear filtering, point 
nonlinearities and pooling5–9,25,34,35 (see Online Methods).

We must specify the pooling regions over which pair-wise pro-
ducts of V1 responses are averaged. Receptive field sizes in the 
ventral stream grow approximately linearly with eccentricity, and 
the slope of this relationship (that is, the ratio of receptive field 
 diameter to eccentricity) increases in successive areas (see Fig. 1 and 
Supplementary Analysis). In our model, pooling is performed by 
weighted averaging, with smoothly overlapping functions that grow 
in size linearly with eccentricity, parameterized with a single scal-
ing constant (see Online Methods and Supplementary Fig. 1).

Generation of metameric stimuli
If our model accurately describes the information captured (and dis-
carded) at some stage of visual processing, and human observers can-
not access the discarded information, then any two images that produce 
matching model responses should appear to be identical. To directly 
test this assertion, we examined perceptual discriminability of syn-
thetic images that were as random as possible while producing identi-
cal model responses17. Model responses (Fig. 2a) were computed for a 
full-field photograph (for example, Fig. 2b). Synthetic images were then 
generated by initializing them with samples of Gaussian white noise 
and iteratively adjusting them (using a variant of gradient descent) 
until they matched the model responses of the original image (see  
Online Methods).

Synthetic images were identical to the original near the intended 
fixation point, where pooling regions were small, but features in the 
periphery were scrambled, and objects were grossly distorted and 
generally unrecognizable (Fig. 2c,d). When generated with the cor-
rect scaling constant, and viewed with proper fixation, however, the 
two images appeared to be nearly identical to the original and to 
each other.

Perceptual determination of critical scaling
To test the model more formally and to link it to a specific ventral 
stream area, we measured the perceptual discriminability of synthetic 

images as a function of the scaling constant used in their generation. 
If the model, with a particular choice of scaling constant, captures the 
information represented in some visual area, then model-generated 
stimuli will appear to be metameric. If the scaling constant is made 
larger, then the model will discard more information than the 
associated visual area and model-generated images will be readily 
 distinguishable. If the model scaling is made smaller, then the model 
discards less information and the images will remain metameric. 
Thus, we sought the largest value of the scaling constant at which 
the stimuli appeared to be metameric. This critical scaling should 
correspond to the scaling of receptive field sizes in the area in which 
the information is lost.

As a separate control for the validity of this procedure, we examined 
stimuli generated from a V1 model that computes pooled V1 complex-
cell responses36 (that is, local spectral energy, see Supplementary 
Fig. 2). The critical scaling estimated for these stimuli should match 
the receptive field sizes of area V1. As the mid-ventral model includes 
a larger and more complex set of responses than the V1 model, we 
know a priori that the critical scaling for the mid-ventral model will 
be as large, or larger, than for the V1 model, but we do not know  
by how much.

For each model, we measured the ability of human observers to 
distinguish between synthetic images generated for a range of scaling 
constants (Fig. 2e and Online Methods). All four observers exhibited 
monotonically increasing performance as a function of scaling con-
stant (Fig. 3). Chance performance (50%) indicates that the stimuli 
are metameric and, roughly speaking, the critical scaling is the value 
at which each curve first rises above chance.

To obtain an objective estimate of the critical scaling values, we 
derived an observer model that used the same ventral stream repre-
sentation as was used to generate the matched images. The inputs to 
the observer model were two images that were matched over region 
sizes specified by scaling s. If we assume that the observer computes 
responses to each of these images with receptive fields that grow in 
size according to a fixed (but unknown) critical scaling s0, then their 
ability to discriminate the two images will depend on the difference 
between the two sets of responses. We derived a closed-form expres-
sion for the dependency of this difference on s (see Online Methods). 
This expression is a function of the observer’s scaling parameter, s0, 
as well as a gain parameter, A0, which controls their overall perform-
ance. We used signal detection theory37 to describe the probability 
of a correct answer and fit the parameters (s0, A0) to the data of each 
subject by maximizing their likelihood.

The observer model provided an excellent fit to individual observer 
data for both the V1 and mid-ventral experiments (Fig. 3). Critical 
scaling values (s0) were highly consistent across observers, with most 

Figure 1 Physiological measurements of 
receptive field size in macaque. (a) Receptive 
field size (diameter) as a function of the 
distance between the receptive field center and 
the fovea (eccentricity) for visual areas V1, V2 
and V4. Data were adapted from refs. 11 and 
12, the only studies to measure receptive fields 
in all three macaque ventral stream areas with 
comparable methods. The size-to-eccentricity 
relationship in each area is well described by 
a ‘hinged’ line (see Supplementary Analysis 
for details and an analysis of a larger set of ten physiological datasets). (b) Cartoon depiction of receptive fields with sizes based on physiological 
measurements. The fovea is at the center of each array. The size of each circle is proportional to its eccentricity, based on the corresponding scaling 
parameter (slope of the fitted line in a). At a given eccentricity, a larger scaling parameter implies larger receptive fields. In our model, we used 
overlapping pooling regions (linear weighting functions) that uniformly tiled the image and were separable and of constant size when expressed in polar 
angle and log eccentricity (Supplementary Fig. 1).
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for a Mechanism of Pattern Recognition 
Unaffected by Shift in Position 

Kunihiko Fukushima 
NHK Broadcasting Science Research Laboratories, Kinuta, Setagaya, Tokyo, Japan 

Abstract. A neural network model for a mechanism of 
visual pattern recognition is proposed in this paper. 
The network is self-organized by "learning without a 
teacher", and acquires an ability to recognize stimulus 
patterns based on the geometrical similarity (Gestalt) 
of their shapes without affected by their positions. This 
network is given a nickname "neocognitron". After 
completion of self-organization, the network has a 
structure similar to the hierarchy model of the visual 
nervous system proposed by Hubel and Wiesel. The 
network consists of an input layer (photoreceptor 
array) followed by a cascade connection of a number of 
modular structures, each of which is composed of two 
layers of cells connected in a cascade. The first layer of 
each module consists of "S-cells', which show charac- 
teristics similar to simple cells or lower order hyper- 
complex cells, and the second layer consists of 
"C-cells" similar to complex cells or higher order 
hypercomplex cells. The afferent synapses to each 
S-cell have plasticity and are modifiable. The network 
has an ability of unsupervised learning: We do not 
need any "teacher" during the process of self- 
organization, and it is only needed to present a set of 
stimulus patterns repeatedly to the input layer of the 
network. The network has been simulated on a digital 
computer. After repetitive presentation of a set of 
stimulus patterns, each stimulus pattern has become to 
elicit an output only from one of the C-cells of the last 
layer, and conversely, this C-cell has become selectively 
responsive only to that stimulus pattern. That is, none 
of the C-cells of the last layer responds to more than 
one stimulus pattern. The response of the C-cells of the 
last layer is not affected by the pattern's position at all. 
Neither is it affected by a small change in shape nor in 
size of the stimulus pattern. 

1. Introduction 

The mechanism of pattern recognition in the brain is 
little known, and it seems to be almost impossible to 

reveal it only by conventional physiological experi- 
ments. So, we take a slightly different approach to this 
problem. If we could make a neural network model 
which has the same capability for pattern recognition 
as a human being, it would give us a powerful clue to 
the understanding of the neural mechanism in the 
brain. In this paper, we discuss how to synthesize a 
neural network model in order to endow it an ability of 
pattern recognition like a human being. 

Several models were proposed with this intention 
(Rosenblatt, 1962; Kabrisky, 1966; Giebel, 1971; 
Fukushima, 1975). The response of most of these 
models, however, was severely affected by the shift in 
position and/or by the distortion in shape of the input 
patterns. Hence, their ability for pattern recognition 
was not so high. 

In this paper, we propose an improved neural 
network model. The structure of this network has been 
suggested by that of the visual nervous system of the 
vertebrate. This network is self-organized by "learning 
without a teacher", and acquires an ability to recognize 
stimulus patterns based on the geometrical similarity 
(Gestalt) of their shapes without affected by their 
position nor by small distortion of their shapes. 

This network is given a nickname "neocognitron"l, 
because it is a further extention of the "cognitron", 
which also is a self-organizing multilayered neural 
network model proposed by the author before 
(Fukushima, 1975). Incidentally, the conventional 
cognitron also had an ability to recognize patterns, but 
its response was dependent upon the position of the 
stimulus patterns. That is, the same patterns which 
were presented at different positions were taken as 
different patterns by the conventional cognitron. In the 
neocognitron proposed here, however, the response of 
the network is little affected by the position of the 
stimulus patterns. 

1 Preliminary report of the neocognitron already appeared else- 
where (Fukushima, 1979a, b) 
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Fig. 1. Correspondence between the hierarchy model by Hubel and Wiesel, and the neural network of the neocognitron 

shifted in parallel from cell to cell. Hence, all the cells in 
a single cell-plane have receptive fields of the same 
function, but at different positions. 

We will use notations Us~(k~,n ) to represent the 
output of an S-cell in the kr th  S-plane in the l-th 
module, and Ucl(k~, n) to represent the output of a C-cell 
in the kr th  C-plane in that module, where n is the two- 
dimensional co-ordinates representing the position of 
these cell's receptive fields in the input layer. 

Figure 2 is a schematic diagram illustrating the 
interconnections between layers. Each tetragon drawn 
with heavy lines represents an S-plane or a C-plane, 
and each vertical tetragon drawn with thin lines, in 
which S-planes or C-planes are enclosed, represents an 
S-layer or a C-layer. 

In Fig. 2, a cell of each layer receives afferent 
connections from the cells within the area enclosed by 
the elipse in its preceding layer. To be exact, as for the 
S-cells, the elipses in Fig. 2 does not show the connect- 
ing area but the connectable area to the S-cells. That is, 
all the interconnections coming from the elipses are 
not always formed, because the synaptic connections 
incoming to the S-cells have plasticity. 

In Fig. 2, for the sake of simplicity of the figure, 
only one cell is shown in each cell-plane. In fact, all the 
cells in a cell-plane have input synapses of the same 
spatial distribution as shown in Fig. 3, and only the 
positions of the presynaptic cells are shifted in parallel 
from cell to cell. 

R3 ~I 

modifioble synapses 

) unmodifiable synopses 

Since the cells in the network are interconnected in 
a cascade as shown in Fig. 2, the deeper the layer is, the 
larger becomes the receptive field of each cell of that 
layer. The density of the cells in each cell-plane is so 
determined as to decrease in accordance with the 
increase of the size of the receptive fields. Hence, the 
total number of the cells in each cell-plane decreases 
with the depth of the cell-plane in the network. In the 
last module, the receptive field of each C-cell becomes 
so large as to cover the whole area of input layer U0, 
and each C-plane is so determined as to have only one 
C-cell. 

The S-cells and C-cells are excitatory cells. That is, 
all the efferent synapses from these cells are excitatory. 
Although it is not shown in Fig. 2, we also have 

Fig. 3. Illustration showing the input interconnections to the cells 
within a single cell-plane 

Fig. 2. Schematic diagram illustrating the 
interconnections between layers in the 
neocognitron 
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Fig. 4. Relation between S-planes and S-columns within an S-layer 

case only one candidate appears in an S-plane, the 
candidate is unconditionally determined as the repre- 
sentative from that S-plane. If no candidate appears in 
an S-plane, no representative is selected from that 
S-plane. 

Since the representatives are determined in this 
manner, each S-plane becomes selectively sensitive to 
one of the features of the stimulus patterns, and there is 
not a possibility of formation of redundant con- 
nections such that two or more S-planes are used for 
detection of one and the same feature. Incidentally, 
representatives are selected only from a small number 
of S-planes at a time, and the rest of the S-planes are to 
send representatives for other stimulus patterns. 

As is seen from these discussions, if we consider 
that a single S-plane in the neocognitron corresponds 
to a single excitatory cell in the conventional cognitron 
(Fukushima, 1975), the procedures of reinforcement in 
the both systems are analogous to each other. 

4. Rough Sketches of the Working of the Network 

In order to help the understanding of the principles 
with which the neocognitron performs pattern re- 
cognition, we will make rough sketches of the working 
of the network in the state after completion of self- 
organization. The description in this chapter, however, 
is not so strict, because the purpose of this chapter is 
only to show the outline of the working of the network. 

At first, let us assume that the neocognitron has 
been self-organized with repeated presentations of 
stimulus patterns like "A", "B", "C" and so on. In the 
state when the self-organization has been completed, 
various feature-extracting cells are formed in the net- 
work as shown in Fig. 5. (It should be noted that Fig. 5 
shows only an example. It does not mean that exactly 
the same feature extractors as shown in this figure are 
always formed in this network.) 

Here, if pattern "A" is presented to the input layer 
U o, the cells in the network yield outputs as shown in 

^ 
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Fig. 5. An example of the interconnections between ceils and the 
response of the cells after completion of self-organization 

Fig. 5. For instance, S-plane with k 1 = 1 in layer Us1 
consists of a two-dimensional array of S-cells which 
extract A-shaped features. Since the stimulus pattern 
"A" contains A-shaped feature at the top, an S-cell 
near the top of this S-plane yields a large output as 
shown in the enlarged illustration in the lower part of 
Fig. 5. 

A C-cell in the succeeding C-plane (i.e. C-plane in 
layer Ucl with k~ = 1) has synaptic connections from a 
group of S-cells in this S-plane. For example, the C-cell 
shown in Fig. 5 has synaptic connections from the 
S-cells situated within the thin-lined circle, and it 
responds whenever at least one of these S-cells yields a 
large output. Hence, the C-cell responds to a A-shaped 
feature situated in a certain area in the input layer, and 
its response is less affected by the shift in position of 
the stimulus pattern than that of presynaptic S-cells. 
Since this C-plane consists of an array of such C-cells, 
several C-cells which are situated near the top of this 
C-plane respond to the A-shaped feature contained in 
the stimulus pattern "A". In layer Ucl, besides this 
C-plane, we also have C-planes which extract features 
with shapes l ike/- ,  ~, and so on. 

In the next module, each S-cell receives signals 
from all the C-planes of layer Ucl. For example, the 

Neocognitron:  rationale
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inhibitory cells Vsl(n ) and Vcl(n ) in S-layers and 
C-layers. 

Here, we are going to describe the outputs of the 
cells in the network with numerical expressions. 

All the neural cells employed in this network is of 
analog type. That is, the inputs and the output of a cell 
take non-negative analog values proportional to the 
pulse density (or instantaneous mean frequency) of the 
firing of the actual biological neurons. 

S-cells have shunting-type inhibitory inputs simi- 
larly to the cells employed in the conventional cognit- 
ron (Fukushima, 1975). The output of an S-cell in the 
kz-th S-plane in the/-th module is described below. 

Kz- 1 
I!+ ~ ~ az(kl-1, v, kt).Ucl_l(k,_x, n+  v) 

Usl(k z, n) = r 1. qo k,_l = 1 v~s, 2rl 
1 + ~ .  bl(kl).Vc,_ l(n) 

where 

{oX  ~ ~oEx] = x < 0 .  (2) 

In case of l=  1 in (1), Ucl_ l(kt_ i, n) stands for uo(n), and 
we have K z_ 1 = 1. 

Here, al(k z_ 1, v, kl) and bz(kl) represent the efficien- 
cies of the excitatory and inhibitory synapses, re- 
spectively. As was described before, it is assumed that 
all the S-cells in the same S-plane have identical set of 
input synapses. Hence, al(k l_ 1, v, kl) and bl(kz) do not 
contain any argument representing the position n of 
the receptive field of the cell Usl(kl, n). 

Parameter r z in (1) prescribes the efficacy of the 
inhibitory input. The larger the value of r z is, more 
selective becomes cell's response to its specific feature 
(Fukushima, 1978, 1979c). Therefore, the value of r z 
should be determined with a compromise between the 
ability to differentiate similar patterns and the ability 
to tolerate the distortion of the pattern's shape. 

The inhibitory cell VC/_l(n), which have in- 
hibitory synaptic connections to this S-cell, has an 
r.m.s.-type (root-mean-square type) input-to-output 
characteristic. That is, 

1 /  Kz-1 
Vct l (n)=l /k ,~ lV 1- ~s, ~cz-l(v)'u2l-l(kl-l'n+v)' (3) 

where cz l(v) represents the efficiency of the unmodifi- 
able excitatory synapses, and is set to be a monotoni- 
cally decreasing function of [v]. The employment of 
r.m.s.-type cells is effective for endowing the network 
with an ability to make reasonable evaluation of the 
similarity between the stimulus patterns. Its effective- 
ness was analytically proved for the conventional 
cognitron (Fukushima, 1978, 1979c), and the same 
discussion can be applied also to this network. 

As is seen from (t) and (3), the area from which a 
single cell receives its input, that is, the summation 
range S z of v is determined to be identical for both cells 
Ust(kl, n) and Vcl_ l(n). 

The size of this range SI is set to be small for the 
foremost module (/=1) and to become larger and 
larger for the hinder modules (in accordance with the 
increase of I). 

After completion of self-organization, the pro- 
cedure of which will be discussed in the next chapter, a 
number of feature extracting cells of the same function 
are formed in parallel within each S-plane, and only 

(1) 

the positions of their receptive fields are different to 
each other. Hence, if a stimulus pattern which elicits a 
response from an S-cell is shifted in parallel in its 
position on the input layer, another S-cell in the same 
S-plane will respond instead of the first cell. 

The synaptic connections from S-layers to C-layers 
are fixed and unmodifiable. As is illustrated in Fig. 2, a 
C-cell have synaptic connections from a group of 
S-cells in its corresponding S-plane (i.e. the preceding 
S-plane with the same k~-number as that of the C-cell). 
The efficiencies of these synaptic connections are so 
determined that the C-cell will respond strongly when- 
ever at least one S-cell in its connecting area yields a 
large output. Hence, even if a stimulus pattern which 
has elicited a large response from a C-cell is shifted a 
little in position, the C-cell will keep responding as 
before, because another presynaptic S-cell will become 
to respond instead. 

Quantitatively, C-cells have shunting-type inhib- 
itory inputs similarly as S-cells, but their outputs 
show a saturation characteristic. The output of a C-cell 
in the k/-th C-plane in the/-th module is given by the 
equation below. 

ii + ~ dt(v)'Usl(kz, n+v) ll 
Ucl(kt, n) = ~ wD, 1 + Vst(n ) , (4) 

where 
[x ]  = q~[x/(c~ + x) ] .  (5) 

The inhibitory cell Vsz(n ), which sends inhibitory sig- 
nals to this C-cell and makes up the system of lateral 
inhibition, yields an output proportional to the 
(weighted) arithmetic mean of its inputs : 

1 Kz 
Vs'(n) = ~ k ~ ,  ~;, d'(v)'us'(k''n+v)" (6) 
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inhibitory cells Vsl(n ) and Vcl(n ) in S-layers and 
C-layers. 
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Kz- 1 
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Here, al(k z_ 1, v, kl) and bz(kl) represent the efficien- 
cies of the excitatory and inhibitory synapses, re- 
spectively. As was described before, it is assumed that 
all the S-cells in the same S-plane have identical set of 
input synapses. Hence, al(k l_ 1, v, kl) and bl(kz) do not 
contain any argument representing the position n of 
the receptive field of the cell Usl(kl, n). 

Parameter r z in (1) prescribes the efficacy of the 
inhibitory input. The larger the value of r z is, more 
selective becomes cell's response to its specific feature 
(Fukushima, 1978, 1979c). Therefore, the value of r z 
should be determined with a compromise between the 
ability to differentiate similar patterns and the ability 
to tolerate the distortion of the pattern's shape. 

The inhibitory cell VC/_l(n), which have in- 
hibitory synaptic connections to this S-cell, has an 
r.m.s.-type (root-mean-square type) input-to-output 
characteristic. That is, 
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where cz l(v) represents the efficiency of the unmodifi- 
able excitatory synapses, and is set to be a monotoni- 
cally decreasing function of [v]. The employment of 
r.m.s.-type cells is effective for endowing the network 
with an ability to make reasonable evaluation of the 
similarity between the stimulus patterns. Its effective- 
ness was analytically proved for the conventional 
cognitron (Fukushima, 1978, 1979c), and the same 
discussion can be applied also to this network. 

As is seen from (t) and (3), the area from which a 
single cell receives its input, that is, the summation 
range S z of v is determined to be identical for both cells 
Ust(kl, n) and Vcl_ l(n). 

The size of this range SI is set to be small for the 
foremost module (/=1) and to become larger and 
larger for the hinder modules (in accordance with the 
increase of I). 

After completion of self-organization, the pro- 
cedure of which will be discussed in the next chapter, a 
number of feature extracting cells of the same function 
are formed in parallel within each S-plane, and only 
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the positions of their receptive fields are different to 
each other. Hence, if a stimulus pattern which elicits a 
response from an S-cell is shifted in parallel in its 
position on the input layer, another S-cell in the same 
S-plane will respond instead of the first cell. 

The synaptic connections from S-layers to C-layers 
are fixed and unmodifiable. As is illustrated in Fig. 2, a 
C-cell have synaptic connections from a group of 
S-cells in its corresponding S-plane (i.e. the preceding 
S-plane with the same k~-number as that of the C-cell). 
The efficiencies of these synaptic connections are so 
determined that the C-cell will respond strongly when- 
ever at least one S-cell in its connecting area yields a 
large output. Hence, even if a stimulus pattern which 
has elicited a large response from a C-cell is shifted a 
little in position, the C-cell will keep responding as 
before, because another presynaptic S-cell will become 
to respond instead. 

Quantitatively, C-cells have shunting-type inhib- 
itory inputs similarly as S-cells, but their outputs 
show a saturation characteristic. The output of a C-cell 
in the k/-th C-plane in the/-th module is given by the 
equation below. 

ii + ~ dt(v)'Usl(kz, n+v) ll 
Ucl(kt, n) = ~ wD, 1 + Vst(n ) , (4) 

where 
[x ]  = q~[x/(c~ + x) ] .  (5) 

The inhibitory cell Vsz(n ), which sends inhibitory sig- 
nals to this C-cell and makes up the system of lateral 
inhibition, yields an output proportional to the 
(weighted) arithmetic mean of its inputs : 
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In (4) and (6), the efficiency of the unmodifiable 
excitatory synapse dz(v ) is set to be a monotonically 
decreasing function of Iv[ in the same way as q(v), and 
the connecting area D~ is small in the foremost module 
and becomes larger and larger for the hinder modules. 
The parameter a in (5) is a positive constant which 
specifies the degree of saturation of C-cells. 

3. Self-organization of the Network 

The self-organization of the neocognitron is performed 
by means of "learning without a teacher". During the 
process of self-organization, the network is repeatedly 
presented with a set of stimulus patterns to the input 
layer, but it does not receive any other information 
about the stimulus patterns. 

As was discussed in Chap. 2, one of the basic 
hypotheses employed in the neocognitron is the as- 
sumption that all the S-cells in the same S-plane have 
input synapses of the same spatial distribution, and 
that only the positions of the presynaptic cells shift in 
parallel in accordance with the shift in position of 
individual S-cells' receptive fields. 

It is not known whether modifiable synapses in the 
real nervous system are actually self-organized always 
keeping such conditions. Even if it is assumed to be 
true, neither do we know by what mechanism such a 
self-organization goes on. The correctness of this hy- 
pothesis, however, is suggested, for example, from the 
fact that orderly synaptic connections are formed 
between retina and optic rectum not only in the initial 
development in the embryo but also in regeneration in 
the adult amphibian or fish: In regeneration after 
removal of half of the tectum, the whole retina come to 
make a compressed orderly projection upon the re- 
maining half tectum (e.g. review article by Meyer and 
Sperry, 1974). 

In order to make self-organization under the con- 
ditions mentioned above, the modifiable synapses are 
reinforced by the following procedures. 

At first, several "representative" S-cells are selected 
from each S-layer every time when a stimulus pattern 
is presented. The representative is selected among the 
S-cells which have yielded large outputs, but the 
number of the representatives is so restricted that more 
than one representative are not selected from any 
single S-plane. The detailed procedure for selecting the 
representatives is given later on. 

The input synapses to a representative S-cell are 
reinforced in the same manner as in the case of r.m.s.- 
type cognitron 2 (Fukushima, 1978, 1979c). All the 

2 Qualitatively, the procedure of self-organization for r.m.s.-type 
cognitron is the same as that for the conventional cognitron 
(Fukushima, 1975) 

other S-cells in the S-plane, from which the repre- 
sentative is selected, have their input synapses rein- 
forced by the same amounts as those for their repre- 
sentative. These relations can be quantitatively ex- 
pressed as follows. 

Let cell UsSq, fi) be selected as a representative. The 
modifiable synapses al(k l_ 1, v, ~l) and bl(/~l), which are 
afferent to the S-cells of the kcth S-plane, are rein- 
forced by the amount shown below: 

Aal(kz_ l, v,[q)=ql.cz_ l(v).Ucl_ l(k~_ l,fi + v), (7) 

Abt([q) = (qz/2). Vcl_ l(fi), (8) 

where ql is a positive constant prescribing the speed of 
reinforcement. 

The cells in the S-plane from which no repre- 
sentative is selected, however, do not have their input 
synapses reinforced at all. 

In the initial state, the modifiable excitatory syn- 
apses al(k l_ 1, v, kt) are set to have small positive values 
such that the S-cells show very weak orientation 
selectivity, and that the preferred orientation of the 
S-cells differ from S-plane to S-plane. That is, the 
initial values of these modifiable synapses are given by 
a function of v, (kl/Kz) and [k z_ 1/Kl_ 1 --k]K~l, but they 
don't have any randomness. The initial values of 
modifiable inhibitory synapses b~(kt) are set to be zero. 

The procedure for selecting the representatives is 
given below. It resembles, in some sense, to the pro- 
cedure with which the reinforced cells are selected in 
the conventional cognitron (Fukushima, 1975). 

At first, in an S-layer, we watch a group of S-cells 
whose receptive fields are situated within a small area 
on the input layer. If we arrange the S-planes of an 
S-layer in a manner shown in Fig. 4, the group of 
S-cells constitute a column in an S-layer. Accordingly, 
we call the group as an "S-column". An S-column 
contains S-cells from all the S-planes. That is, an 
S-column contains various kinds of feature extracting 
cells in it, but the receptive fields of these cells are 
situated almost at the same position. Hence, the idea of 
S-columns defined here closely resembles that of 
"hypercolumns" proposed by Hubel and Wiesel (1977). 
There are a lot of such S-columns in a single S-layer. 
Since S-columns have overlapping with one another, 
there is a possibility that a single S-cell is contained in 
two or more S-columns. 

From each S-column, every time when a stimulus 
pattern is presented, the S-cell which is yielding the 
largest output is chosen as a candidate for the repre- 
sentatives. Hence, there is a possibility that a number 
of candidates appear in a single S-plane. If two or more 
candidates appear in a single S-plane, only the one 
which is yielding the largest output among them is 
selected as the representative from that S-plane. In 
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In (4) and (6), the efficiency of the unmodifiable 
excitatory synapse dz(v ) is set to be a monotonically 
decreasing function of Iv[ in the same way as q(v), and 
the connecting area D~ is small in the foremost module 
and becomes larger and larger for the hinder modules. 
The parameter a in (5) is a positive constant which 
specifies the degree of saturation of C-cells. 

3. Self-organization of the Network 

The self-organization of the neocognitron is performed 
by means of "learning without a teacher". During the 
process of self-organization, the network is repeatedly 
presented with a set of stimulus patterns to the input 
layer, but it does not receive any other information 
about the stimulus patterns. 

As was discussed in Chap. 2, one of the basic 
hypotheses employed in the neocognitron is the as- 
sumption that all the S-cells in the same S-plane have 
input synapses of the same spatial distribution, and 
that only the positions of the presynaptic cells shift in 
parallel in accordance with the shift in position of 
individual S-cells' receptive fields. 

It is not known whether modifiable synapses in the 
real nervous system are actually self-organized always 
keeping such conditions. Even if it is assumed to be 
true, neither do we know by what mechanism such a 
self-organization goes on. The correctness of this hy- 
pothesis, however, is suggested, for example, from the 
fact that orderly synaptic connections are formed 
between retina and optic rectum not only in the initial 
development in the embryo but also in regeneration in 
the adult amphibian or fish: In regeneration after 
removal of half of the tectum, the whole retina come to 
make a compressed orderly projection upon the re- 
maining half tectum (e.g. review article by Meyer and 
Sperry, 1974). 

In order to make self-organization under the con- 
ditions mentioned above, the modifiable synapses are 
reinforced by the following procedures. 

At first, several "representative" S-cells are selected 
from each S-layer every time when a stimulus pattern 
is presented. The representative is selected among the 
S-cells which have yielded large outputs, but the 
number of the representatives is so restricted that more 
than one representative are not selected from any 
single S-plane. The detailed procedure for selecting the 
representatives is given later on. 

The input synapses to a representative S-cell are 
reinforced in the same manner as in the case of r.m.s.- 
type cognitron 2 (Fukushima, 1978, 1979c). All the 

2 Qualitatively, the procedure of self-organization for r.m.s.-type 
cognitron is the same as that for the conventional cognitron 
(Fukushima, 1975) 

other S-cells in the S-plane, from which the repre- 
sentative is selected, have their input synapses rein- 
forced by the same amounts as those for their repre- 
sentative. These relations can be quantitatively ex- 
pressed as follows. 

Let cell UsSq, fi) be selected as a representative. The 
modifiable synapses al(k l_ 1, v, ~l) and bl(/~l), which are 
afferent to the S-cells of the kcth S-plane, are rein- 
forced by the amount shown below: 

Aal(kz_ l, v,[q)=ql.cz_ l(v).Ucl_ l(k~_ l,fi + v), (7) 

Abt([q) = (qz/2). Vcl_ l(fi), (8) 

where ql is a positive constant prescribing the speed of 
reinforcement. 

The cells in the S-plane from which no repre- 
sentative is selected, however, do not have their input 
synapses reinforced at all. 

In the initial state, the modifiable excitatory syn- 
apses al(k l_ 1, v, kt) are set to have small positive values 
such that the S-cells show very weak orientation 
selectivity, and that the preferred orientation of the 
S-cells differ from S-plane to S-plane. That is, the 
initial values of these modifiable synapses are given by 
a function of v, (kl/Kz) and [k z_ 1/Kl_ 1 --k]K~l, but they 
don't have any randomness. The initial values of 
modifiable inhibitory synapses b~(kt) are set to be zero. 

The procedure for selecting the representatives is 
given below. It resembles, in some sense, to the pro- 
cedure with which the reinforced cells are selected in 
the conventional cognitron (Fukushima, 1975). 

At first, in an S-layer, we watch a group of S-cells 
whose receptive fields are situated within a small area 
on the input layer. If we arrange the S-planes of an 
S-layer in a manner shown in Fig. 4, the group of 
S-cells constitute a column in an S-layer. Accordingly, 
we call the group as an "S-column". An S-column 
contains S-cells from all the S-planes. That is, an 
S-column contains various kinds of feature extracting 
cells in it, but the receptive fields of these cells are 
situated almost at the same position. Hence, the idea of 
S-columns defined here closely resembles that of 
"hypercolumns" proposed by Hubel and Wiesel (1977). 
There are a lot of such S-columns in a single S-layer. 
Since S-columns have overlapping with one another, 
there is a possibility that a single S-cell is contained in 
two or more S-columns. 

From each S-column, every time when a stimulus 
pattern is presented, the S-cell which is yielding the 
largest output is chosen as a candidate for the repre- 
sentatives. Hence, there is a possibility that a number 
of candidates appear in a single S-plane. If two or more 
candidates appear in a single S-plane, only the one 
which is yielding the largest output among them is 
selected as the representative from that S-plane. In 
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Fig. 4. Relation between S-planes and S-columns within an S-layer 

case only one candidate appears in an S-plane, the 
candidate is unconditionally determined as the repre- 
sentative from that S-plane. If no candidate appears in 
an S-plane, no representative is selected from that 
S-plane. 

Since the representatives are determined in this 
manner, each S-plane becomes selectively sensitive to 
one of the features of the stimulus patterns, and there is 
not a possibility of formation of redundant con- 
nections such that two or more S-planes are used for 
detection of one and the same feature. Incidentally, 
representatives are selected only from a small number 
of S-planes at a time, and the rest of the S-planes are to 
send representatives for other stimulus patterns. 

As is seen from these discussions, if we consider 
that a single S-plane in the neocognitron corresponds 
to a single excitatory cell in the conventional cognitron 
(Fukushima, 1975), the procedures of reinforcement in 
the both systems are analogous to each other. 

4. Rough Sketches of the Working of the Network 

In order to help the understanding of the principles 
with which the neocognitron performs pattern re- 
cognition, we will make rough sketches of the working 
of the network in the state after completion of self- 
organization. The description in this chapter, however, 
is not so strict, because the purpose of this chapter is 
only to show the outline of the working of the network. 

At first, let us assume that the neocognitron has 
been self-organized with repeated presentations of 
stimulus patterns like "A", "B", "C" and so on. In the 
state when the self-organization has been completed, 
various feature-extracting cells are formed in the net- 
work as shown in Fig. 5. (It should be noted that Fig. 5 
shows only an example. It does not mean that exactly 
the same feature extractors as shown in this figure are 
always formed in this network.) 

Here, if pattern "A" is presented to the input layer 
U o, the cells in the network yield outputs as shown in 
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Fig. 5. An example of the interconnections between ceils and the 
response of the cells after completion of self-organization 

Fig. 5. For instance, S-plane with k 1 = 1 in layer Us1 
consists of a two-dimensional array of S-cells which 
extract A-shaped features. Since the stimulus pattern 
"A" contains A-shaped feature at the top, an S-cell 
near the top of this S-plane yields a large output as 
shown in the enlarged illustration in the lower part of 
Fig. 5. 

A C-cell in the succeeding C-plane (i.e. C-plane in 
layer Ucl with k~ = 1) has synaptic connections from a 
group of S-cells in this S-plane. For example, the C-cell 
shown in Fig. 5 has synaptic connections from the 
S-cells situated within the thin-lined circle, and it 
responds whenever at least one of these S-cells yields a 
large output. Hence, the C-cell responds to a A-shaped 
feature situated in a certain area in the input layer, and 
its response is less affected by the shift in position of 
the stimulus pattern than that of presynaptic S-cells. 
Since this C-plane consists of an array of such C-cells, 
several C-cells which are situated near the top of this 
C-plane respond to the A-shaped feature contained in 
the stimulus pattern "A". In layer Ucl, besides this 
C-plane, we also have C-planes which extract features 
with shapes l ike/- ,  ~, and so on. 

In the next module, each S-cell receives signals 
from all the C-planes of layer Ucl. For example, the 
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In (4) and (6), the efficiency of the unmodifiable 
excitatory synapse dz(v ) is set to be a monotonically 
decreasing function of Iv[ in the same way as q(v), and 
the connecting area D~ is small in the foremost module 
and becomes larger and larger for the hinder modules. 
The parameter a in (5) is a positive constant which 
specifies the degree of saturation of C-cells. 

3. Self-organization of the Network 

The self-organization of the neocognitron is performed 
by means of "learning without a teacher". During the 
process of self-organization, the network is repeatedly 
presented with a set of stimulus patterns to the input 
layer, but it does not receive any other information 
about the stimulus patterns. 

As was discussed in Chap. 2, one of the basic 
hypotheses employed in the neocognitron is the as- 
sumption that all the S-cells in the same S-plane have 
input synapses of the same spatial distribution, and 
that only the positions of the presynaptic cells shift in 
parallel in accordance with the shift in position of 
individual S-cells' receptive fields. 

It is not known whether modifiable synapses in the 
real nervous system are actually self-organized always 
keeping such conditions. Even if it is assumed to be 
true, neither do we know by what mechanism such a 
self-organization goes on. The correctness of this hy- 
pothesis, however, is suggested, for example, from the 
fact that orderly synaptic connections are formed 
between retina and optic rectum not only in the initial 
development in the embryo but also in regeneration in 
the adult amphibian or fish: In regeneration after 
removal of half of the tectum, the whole retina come to 
make a compressed orderly projection upon the re- 
maining half tectum (e.g. review article by Meyer and 
Sperry, 1974). 

In order to make self-organization under the con- 
ditions mentioned above, the modifiable synapses are 
reinforced by the following procedures. 

At first, several "representative" S-cells are selected 
from each S-layer every time when a stimulus pattern 
is presented. The representative is selected among the 
S-cells which have yielded large outputs, but the 
number of the representatives is so restricted that more 
than one representative are not selected from any 
single S-plane. The detailed procedure for selecting the 
representatives is given later on. 

The input synapses to a representative S-cell are 
reinforced in the same manner as in the case of r.m.s.- 
type cognitron 2 (Fukushima, 1978, 1979c). All the 

2 Qualitatively, the procedure of self-organization for r.m.s.-type 
cognitron is the same as that for the conventional cognitron 
(Fukushima, 1975) 

other S-cells in the S-plane, from which the repre- 
sentative is selected, have their input synapses rein- 
forced by the same amounts as those for their repre- 
sentative. These relations can be quantitatively ex- 
pressed as follows. 

Let cell UsSq, fi) be selected as a representative. The 
modifiable synapses al(k l_ 1, v, ~l) and bl(/~l), which are 
afferent to the S-cells of the kcth S-plane, are rein- 
forced by the amount shown below: 

Aal(kz_ l, v,[q)=ql.cz_ l(v).Ucl_ l(k~_ l,fi + v), (7) 

Abt([q) = (qz/2). Vcl_ l(fi), (8) 

where ql is a positive constant prescribing the speed of 
reinforcement. 

The cells in the S-plane from which no repre- 
sentative is selected, however, do not have their input 
synapses reinforced at all. 

In the initial state, the modifiable excitatory syn- 
apses al(k l_ 1, v, kt) are set to have small positive values 
such that the S-cells show very weak orientation 
selectivity, and that the preferred orientation of the 
S-cells differ from S-plane to S-plane. That is, the 
initial values of these modifiable synapses are given by 
a function of v, (kl/Kz) and [k z_ 1/Kl_ 1 --k]K~l, but they 
don't have any randomness. The initial values of 
modifiable inhibitory synapses b~(kt) are set to be zero. 

The procedure for selecting the representatives is 
given below. It resembles, in some sense, to the pro- 
cedure with which the reinforced cells are selected in 
the conventional cognitron (Fukushima, 1975). 

At first, in an S-layer, we watch a group of S-cells 
whose receptive fields are situated within a small area 
on the input layer. If we arrange the S-planes of an 
S-layer in a manner shown in Fig. 4, the group of 
S-cells constitute a column in an S-layer. Accordingly, 
we call the group as an "S-column". An S-column 
contains S-cells from all the S-planes. That is, an 
S-column contains various kinds of feature extracting 
cells in it, but the receptive fields of these cells are 
situated almost at the same position. Hence, the idea of 
S-columns defined here closely resembles that of 
"hypercolumns" proposed by Hubel and Wiesel (1977). 
There are a lot of such S-columns in a single S-layer. 
Since S-columns have overlapping with one another, 
there is a possibility that a single S-cell is contained in 
two or more S-columns. 

From each S-column, every time when a stimulus 
pattern is presented, the S-cell which is yielding the 
largest output is chosen as a candidate for the repre- 
sentatives. Hence, there is a possibility that a number 
of candidates appear in a single S-plane. If two or more 
candidates appear in a single S-plane, only the one 
which is yielding the largest output among them is 
selected as the representative from that S-plane. In 

Neocognitron:  learning rule
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Fig. 6. Some examples of distorted stimulus patterns which the 
neocognitron has correctly recognized, and the response of the final 
layer of the network 

Fig. 7. A display of an example of the response of all the individual 
cells in the neocognitron 

layers Us2 and Us3 are preceded by C-layers consisting 
of 24 cell-planes. Although the number of cells con- 
tained in S t is the same for every S-layer, the size of S~, 
which is projected to and observed at layer U0, 
increases for the hinder layers because of decrease in 
density of the cells in a cell-plane. 

The number of excitatory input synapses to each 
C-cell is 5 x 5 in layers Ucl and Uc2, and is 2 • 2 in 
layer Uc3. Every S-column has a size such that it 
contains 5 x 5 x 24 cells for layers Usi and Usz, and 
2 x 2 x 24 cells for layer Usa. That is, it contains 5 x 5, 
5 x 5, and 2 x 2 cells from each S-plane, in layers Usl, 
Us2, and Us3, respectively. 

Parameter rl, which prescribe the efficacy of in- 
hibitory input to an S-cell, is set such that r 1 =4.0 and 
r 2 = r 3 = 1.5. The efficiency of unmodifiable excitatory 
synapses c~ l(v) is determined so as to satisfy the 
equation 
Kt-i 

Z 2 Cl- 1(v) = 1. (9) 
kz- 1 = 1 vest 

The parameter % which prescribe the speed of rein- 
forcement, is adjusted such that ql = l . 0  and 
q2=qa=16.0.  The parameter e, which specifies the 
degree of saturation, is set to be c~=0.5. 

In order to self-organize the network, we have 
presented five stimulus patterns "0", "1", "2", "3", and 
"4", which are shown in Fig. 6 (a) (the leftmost column 
in Fig. 6), repeatedly to the input layer U 0. The 
positions of presentation of these stimulus patterns 
have been randomly shifted at every presentation 4. 

Each of the five stimulus patterns has been pre- 
sented 20 times to the network. By that time, self- 
organization of the network has almost been 
completed. 

Each stimulus pattern has become to elicit an 
output only from one of the C-cells of layer Uc3, and 
conversely, this C-cell has become selectively respon- 
sive only to that stimulus pattern. That is, none of the 
C-cells of layer Uc3 responds to more than one 
stimulus pattern. It has also been confirmed that the 
response of cells of layer Uc3 is not affected by the shift 
in position of the stimulus pattern at all. Neither is it 
affected by a slight change of the shape or the size of 
the stimulus pattern. 

Figure 6 shows some examples of distorted stim- 
ulus patterns which the neocognitron has correctly 
recognized. All the stimulus patterns (a)~(g) in each 
row of Fig. 6 have elicited the same response to C-cells 
of layer Uc3 as shown in (h) (i.e. the rightmost patterns 
in each row). That is, the neocognitron has correctly 
recognized these patterns without affected by shift in 
position like (a)~ (c), nor by distortion in shape or size 
like (d)~ (f), nor by some insufficiency of the patterns 
or some noise like (g). 

Figure7 displays how individual cells in the 
neocognitron have responded to stimulus pattern "4". 
Thin-lined squares in the figure stand for individual 
cell-planes (except in layer Uc3 in which each cell- 
plane contains only one cell). The magnitude of the 
output of each individual cell is indicated by the 
darkness of each small square in the figure. (The size of 
the square does not have a special meaning here.) 

4 It does not matter, of course, even if the patterns are presented 
always at the same position. On the contrary, the self-organization 
generally becomes easier if the position of pattern presentation is 
stationary than it is shifted at random. Thus, the experimental result 
under more difficult condition is shown here 
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2 x 2 x 24 cells for layer Usa. That is, it contains 5 x 5, 
5 x 5, and 2 x 2 cells from each S-plane, in layers Usl, 
Us2, and Us3, respectively. 

Parameter rl, which prescribe the efficacy of in- 
hibitory input to an S-cell, is set such that r 1 =4.0 and 
r 2 = r 3 = 1.5. The efficiency of unmodifiable excitatory 
synapses c~ l(v) is determined so as to satisfy the 
equation 
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Z 2 Cl- 1(v) = 1. (9) 
kz- 1 = 1 vest 

The parameter % which prescribe the speed of rein- 
forcement, is adjusted such that ql = l . 0  and 
q2=qa=16.0.  The parameter e, which specifies the 
degree of saturation, is set to be c~=0.5. 

In order to self-organize the network, we have 
presented five stimulus patterns "0", "1", "2", "3", and 
"4", which are shown in Fig. 6 (a) (the leftmost column 
in Fig. 6), repeatedly to the input layer U 0. The 
positions of presentation of these stimulus patterns 
have been randomly shifted at every presentation 4. 

Each of the five stimulus patterns has been pre- 
sented 20 times to the network. By that time, self- 
organization of the network has almost been 
completed. 

Each stimulus pattern has become to elicit an 
output only from one of the C-cells of layer Uc3, and 
conversely, this C-cell has become selectively respon- 
sive only to that stimulus pattern. That is, none of the 
C-cells of layer Uc3 responds to more than one 
stimulus pattern. It has also been confirmed that the 
response of cells of layer Uc3 is not affected by the shift 
in position of the stimulus pattern at all. Neither is it 
affected by a slight change of the shape or the size of 
the stimulus pattern. 

Figure 6 shows some examples of distorted stim- 
ulus patterns which the neocognitron has correctly 
recognized. All the stimulus patterns (a)~(g) in each 
row of Fig. 6 have elicited the same response to C-cells 
of layer Uc3 as shown in (h) (i.e. the rightmost patterns 
in each row). That is, the neocognitron has correctly 
recognized these patterns without affected by shift in 
position like (a)~ (c), nor by distortion in shape or size 
like (d)~ (f), nor by some insufficiency of the patterns 
or some noise like (g). 

Figure7 displays how individual cells in the 
neocognitron have responded to stimulus pattern "4". 
Thin-lined squares in the figure stand for individual 
cell-planes (except in layer Uc3 in which each cell- 
plane contains only one cell). The magnitude of the 
output of each individual cell is indicated by the 
darkness of each small square in the figure. (The size of 
the square does not have a special meaning here.) 

4 It does not matter, of course, even if the patterns are presented 
always at the same position. On the contrary, the self-organization 
generally becomes easier if the position of pattern presentation is 
stationary than it is shifted at random. Thus, the experimental result 
under more difficult condition is shown here 
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‘AlexNet’
(Krizhevsky, Sutskever & Hinton 2012)
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Though the top hidden layers of these goal-driven models end up 
being predictive of IT cortex data, they were not explicitly tuned to 
do so; indeed, they were not exposed to neural data at all during the 
training procedure. Models thus succeeded in generalizing in two 
ways. First, the models were trained for category recognition using 
real-world photographs of objects in one set of semantic catego-
ries, but were tested against neurons on a completely distinct set of  
synthetically created images containing objects whose semantic cat-
egories were entirely non-overlapping with that used in training. 
Second, the objective function being used to train the network was 

not to fit neural data, but instead the downstream behavioral goal 
(for example, categorization). Model parameters were independently 
selected to optimize categorization performance, and were compared 
with neural data only after all intermediate parameters—for example, 
nonlinear model layers—had already been fixed.

Stated another way, within the class of HCNNs, there appear to be 
comparatively few qualitatively distinct, efficiently learnable solutions 
to high-variation object categorization tasks, and perhaps the brain is 
forced over evolutionary and developmental timescales to pick such a 
solution. To test this hypothesis it would be useful to identify non-HCNN  
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Figure 2 Goal-driven optimization yields neurally predictive models of ventral visual cortex. (a) HCNN models that are better optimized to solve 
object categorization produce hidden layer representations that are better able to predict IT neural response variance. The x axis shows performance 
(balanced accuracy; chance is 50%) of the model output features on a high-variation object categorization task. The y axis shows the median single-
site IT response predictivity of the last hidden layer of the HCNN model, over n = 168 IT sites. Site responses are defined as the mean firing rate 
70–170 ms after image onset. Response predictivity is defined as in Box 2. Each dot corresponds to a distinct HCNN model from a large family of such 
models. Models shown as blue circles were selected by random draws from object categorization performance-optimization; black circles show controls 
and earlier published HCNN models; red squares show the development over time of HCNN models produced during an optimization procedure that 
produces a specific HCNN model33. PLOS09, ref. 15; SIFT, shape-invariant feature transform; HMO, optimized HCNN. (b) Actual neural response 
(black trace) versus model predictions of the last hidden layer of an HCNN model (red trace) for a single IT neural site. The x axis shows 1,600 test 
images, none of which were used to fit the model. Images are sorted first by category identity and then by variation amount, with more drastic image 
transformations toward the right within each category block. The y axis represents the response of the neural site and model prediction for each  
test image. This site demonstrated face selectivity in its responses (see inset images), but predictivity results were similar for other IT sites33.  
(c) Comparison of IT and V4 single-site neural response predictivity for various models. Bar height shows median predictivity, taken over 128 predicted 
units in V4 (left panel) or 168 units in IT (right panel). The last hidden layer of the HCNN model best predicts IT responses, while the second-to-last 
hidden layer best predicts V4 responses. (d) Representational dissimilarity matrices (RDMs) for human IT and HCNN model. Blue color indicates 
low values, where representation treats image pairs as similar; red color indicates high values, where representation treats image pairs as distinct. 
Values range from 0 to 1. (e) RDM similarity, measured with Kendall’s TA, between HCNN model layer features and human V1–V3 (left) or human IT 
(right). Gray horizontal bar represents range of performance of the true model given noise and intersubject variation. Error bars are s.e.m. estimated by 
bootstrap resampling of the stimuli used to compute the RDMs. *P < 0.05, **P < 0.001, ****P < 0.0001 for difference from 0. Panels a–c adapted 
from ref. 33, US National Academy of Sciences; d and e adapted from ref. 35, S.M. Khaligh-Razavi and N. Kriegeskorte.

Deep networks appear to predict responses of V4 and IT neurons
(Yamins & DiCarlo 2016)



This isn’t a good model of perception



an absolute depth judgment with respect
to fixation, while fine stereopsis requires
the judgment of relative depth, i.e., com-
paring depth across space; (2) the partic-
ular coarse stereopsis task used requires
the monkey to discriminate a signal in
noise, while the fine task does not; (3)
the range of disparities is quite different.

Chowdhury and DeAngelis (2008) repli-
cate the finding that monkeys initially
trained on coarse stereopsis show im-
paired coarse depth discrimination when
muscimol is injected into MT. Remark-
ably, the same animals, after a second
round of training on fine stereopsis, are
unimpaired at either fine or coarse depth
discrimination by similar injections. More-
over, recordings in MT show that neuronal
responses are not altered by learning the
fine stereopsis task. Given the differences
between the tasks and the large number

of visual areas containing disparity-sensi-
tive neurons, one might not be surprised
to find different areas involved in the two
tasks. But it is quite unexpected that
merely learning one task would change
the contribution of areas previously in-
volved in the other. Chowdhury and
DeAngelis conclude that the change in
outcome reflects a change in neural de-
coding—decision centers that decode
signals to render judgments of depth,
finding MT signals unreliable for the fine
stereopsis task, switch their inputs to se-
lect some better source of disparity infor-
mation. Candidates include ventral
stream areas V4 or IT, where relative dis-
parity signals have been reported (Orban,
2008) and which contain far more neurons
than MT (Figure 1). When challenged
afresh with the coarse depth task, these
same decision centers may now find that

their new sources of information can solve
the coarse task as well as the old ones.
MT is no longer critical.

Perhaps in other monkeys MT would
never have a role in stereopsis at all.
ChowdhuryandDeAngelis’monkeyswere
trained simultaneously or previously to
discriminate motion, which engages MT.
Faced with a qualitatively similar random
dot stimulus, it might make sense for the
cortex to try to solve the new problem of
stereopsis with existing decoding strate-
gies. But if the animals were initially trained
on a different task—say, a texture discrim-
ination—MT might never be engaged at
all. It would also be interesting to see the
outcome if monkeys were trained on depth
tasks that were less different and could
be interleaved in the same sessions, for
example noise-limited depth judgments
using similar absolute or relative disparity

Figure 1. A Scaled Representation of the Cortical Visual Areas of the Macaque
Each colored rectangle represents a visual area, for the most part following the names and definitions used by Felleman and Van Essen (1991). The gray bands
connecting the areas represent the connections between them. Areas above the equator of the figure (reds, browns) belong to the dorsal stream. Areas below the
equator (blues, greens) belong to the ventral stream. Following Lennie (1998), each area is drawn with a size proportional to its cortical surface area, and the lines
connecting the areas each have a thickness proportional to the estimated number of fibers in the connection. The estimate is derived by assuming that each area
has a number of output fibers proportional to its surface area and that these fibers are divided among the target areas in proportion to their surface areas. The
connection strengths represented are therefore not derived from quantitative anatomy and furthermore represent only feedforward pathways, though most or all
of the pathways shown are bidirectional. The original version of this figure was prepared in 1998 by John Maunsell.
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The invariant representations produced by deep 
convnets are…
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Abstract

Deep neural networks (DNNs) have recently been
achieving state-of-the-art performance on a variety of
pattern-recognition tasks, most notably visual classification
problems. Given that DNNs are now able to classify ob-
jects in images with near-human-level performance, ques-
tions naturally arise as to what differences remain between
computer and human vision. A recent study revealed that
changing an image (e.g. of a lion) in a way imperceptible to
humans can cause a DNN to label the image as something
else entirely (e.g. mislabeling a lion a library). Here we
show a related result: it is easy to produce images that are
completely unrecognizable to humans, but that state-of-the-
art DNNs believe to be recognizable objects with 99.99%
confidence (e.g. labeling with certainty that white noise
static is a lion). Specifically, we take convolutional neu-
ral networks trained to perform well on either the ImageNet
or MNIST datasets and then find images with evolutionary
algorithms or gradient ascent that DNNs label with high
confidence as belonging to each dataset class. It is possi-
ble to produce images totally unrecognizable to human eyes
that DNNs believe with near certainty are familiar objects.
Our results shed light on interesting differences between hu-
man vision and current DNNs, and raise questions about the
generality of DNN computer vision.

1. Introduction

Deep neural networks (DNNs) learn hierarchical lay-
ers of representation from sensory input in order to per-
form pattern recognition [1, 13]. Recently, these deep ar-
chitectures have demonstrated impressive, state-of-the-art,
and sometimes human-competitive results on many pattern
recognition tasks, especially vision classification problems
[15, 5, 27, 16]. Given the near-human ability of DNNs to
classify visual objects, questions arise as to what differences
remain between computer and human vision.

A recent study revealed a major difference between DNN

Figure 1. Evolved images that are unrecognizable to humans,
but that state-of-the-art DNNs trained on ImageNet believe with
� 99.6% certainty to be a familiar object. This result highlights
differences between how DNNs and humans recognize objects.
Images are either directly (top) or indirectly (bottom) encoded.

and human vision [26]. Changing an image, originally cor-
rectly classified (e.g. as a lion), in a way imperceptible to
human eyes, can cause a DNN to label the image as some-
thing else entirely (e.g. mislabeling a lion a library).

In this paper, we show another way that DNN and human
vision differ: It is easy to produce images that are com-
pletely unrecognizable to humans (Fig. 1), but that state-of-
the-art DNNs believe to be recognizable objects with over
99% confidence (e.g. labeling with certainty that TV static
is a motorcycle). Specifically, we use evolutionary algo-
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Figure 5: Adversarial examples generated for AlexNet [9].(Left) is correctly predicted sample, (center) dif-
ference between correct image, and image predicted incorrectly magnified by 10x (values shifted by 128 and
clamped), (right) adversarial example. All images in the right column are predicted to be a “ostrich, Struthio
camelus”, which is fast-running African flightless bird with two-toed feet, largest living bird. Average distortion
based on 64 examples is 0.006508.

increasing the robustness and convergence speed of the models [9, 13]. These deformations are,
however, statistically inefficient, for a given example: they are highly correlated and are drawn from
the same distribution throughout the entire training of the model. We propose a scheme to make this
process adaptive in a way that exploits the model and its deficiencies in modeling the local space
around the training data.

We make the connection with hard-negative mining explicitly, as it is close in spirit: hard-negative
mining, in computer vision, consists of identifying training set examples (or portions thereof) which
are given low probabilities by the model, but which should be high probability instead, cf. [5]. The
training set distribution is then changed to emphasize such hard negatives and a further round of
model training is performed. As shall be described, the optimization problem proposed in this work
can also be used in a constructive way, similar to the hard-negative mining principle.

4.1 Formal description

We denote by f : Rm �! {1 . . . k} a classifier mapping image pixel value vectors to a discrete
label set. We also assume that f has an associated continuous loss function denoted by lossf :
Rm ⇥ {1 . . . k} �! R+. For a given x 2 Rm image and target label l 2 {1 . . . k}, we aim to solve
the following box-constrained optimization problem:

• Minimize krk2 subject to:

1. f(x+ r) = l

2. x+ r 2 [0, 1]m

The minimizer r might not be unique, but we denote one such x + r for an arbitrarily chosen
minimizer by D(x, l). Informally, x + r is the closest image to x classified as l by f . Obviously,
D(x, f(x)) = f(x), so this task is non-trivial only if f(x) 6= l. In general, the exact computation
of D(x, l) is a hard problem, so we approximate it by using a box-constrained L-BFGS. Concretely,
we find an approximation of D(x, l) by performing line-search to find the minimum c > 0 for which
the minimizer r of the following problem satisfies f(x+ r) = l.

• Minimize c|r|+ lossf (x+ r, l) subject to x+ r 2 [0, 1]m

4.2 Experimental results

Our “minimimum distortion” function D has the following intriguing properties, which we will
demonstrate with qualitative and quantitative experiments in this section:
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Images are not bags of features
(BagNet - Brendel & Bethge 2019)



Simple example:  translation via Fourier phase-shifting

I(~x)
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Amplitude spectrum is invariant to shift, but excessively so.

Structural information is contained in phase.  
Factorization is required to extract it.
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The setup for measuring the SHG is described
in the supporting online material (22). We expect
that the SHG strongly depends on the resonance
that is excited. Obviously, the incident polariza-
tion and the detuning of the laser wavelength
from the resonance are of particular interest. One
possibility for controlling the detuning is to
change the laser wavelength for a given sample,
which is difficult because of the extremely broad
tuning range required. Thus, we follow an
alternative route, lithographic tuning (in which
the incident laser wavelength of 1.5 mm, as well
as the detection system, remains fixed), and tune
the resonance positions by changing the SRR
size. In this manner, we can also guarantee that
the optical properties of the SRR constituent
materials are identical for all configurations. The
blue bars in Fig. 1 summarize the measured SHG
signals. For excitation of the LC resonance in Fig.
1A (horizontal incident polarization), we find
an SHG signal that is 500 times above the noise
level. As expected for SHG, this signal closely
scales with the square of the incident power
(Fig. 2A). The polarization of the SHG emission
is nearly vertical (Fig. 2B). The small angle with
respect to the vertical is due to deviations from
perfect mirror symmetry of the SRRs (see
electron micrographs in Fig. 1). Small detuning
of the LC resonance toward smaller wavelength
(i.e., to 1.3-mm wavelength) reduces the SHG
signal strength from 100% to 20%. For ex-
citation of the Mie resonance with vertical
incident polarization in Fig. 1D, we find a small
signal just above the noise level. For excitation
of the Mie resonance with horizontal incident
polarization in Fig. 1C, a small but significant
SHG emission is found, which is again po-

larized nearly vertically. For completeness, Fig.
1B shows the off-resonant case for the smaller
SRRs for vertical incident polarization.

Although these results are compatible with
the known selection rules of surface SHG from
usual nonlinear optics (23), these selection rules
do not explain the mechanism of SHG. Follow-
ing our above argumentation on the magnetic
component of the Lorentz force, we numerically
calculate first the linear electric and magnet-
ic field distributions (22); from these fields,
we compute the electron velocities and the
Lorentz-force field (fig. S1). In the spirit of a
metamaterial, the transverse component of the
Lorentz-force field can be spatially averaged
over the volume of the unit cell of size aby a
by t. This procedure delivers the driving force
for the transverse SHG polarization. As usual,
the SHG intensity is proportional to the square
modulus of the nonlinear electron displacement.
Thus, the SHG strength is expected to be
proportional to the square modulus of the
driving force, and the SHG polarization is
directed along the driving-force vector. Cor-
responding results are summarized in Fig. 3 in
the same arrangement as Fig. 1 to allow for a
direct comparison between experiment and
theory. The agreement is generally good, both
for linear optics and for SHG. In particular, we
find a much larger SHG signal for excitation of
those two resonances (Fig. 3, A and C), which
are related to a finite magnetic-dipole moment
(perpendicular to the SRR plane) as compared
with the purely electric Mie resonance (Figs.
1D and 3D), despite the fact that its oscillator
strength in the linear spectrum is comparable.
The SHG polarization in the theory is strictly
vertical for all resonances. Quantitative devia-
tions between the SHG signal strengths of ex-
periment and theory, respectively, are probably
due to the simplified SRR shape assumed in
our calculations and/or due to the simplicity of
our modeling. A systematic microscopic theory
of the nonlinear optical properties of metallic

metamaterials would be highly desirable but is
currently not available.
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Reducing the Dimensionality of
Data with Neural Networks
G. E. Hinton* and R. R. Salakhutdinov

High-dimensional data can be converted to low-dimensional codes by training a multilayer neural
network with a small central layer to reconstruct high-dimensional input vectors. Gradient descent
can be used for fine-tuning the weights in such ‘‘autoencoder’’ networks, but this works well only if
the initial weights are close to a good solution. We describe an effective way of initializing the
weights that allows deep autoencoder networks to learn low-dimensional codes that work much
better than principal components analysis as a tool to reduce the dimensionality of data.

D
imensionality reduction facilitates the
classification, visualization, communi-
cation, and storage of high-dimensional

data. A simple and widely used method is
principal components analysis (PCA), which

finds the directions of greatest variance in the
data set and represents each data point by its
coordinates along each of these directions. We
describe a nonlinear generalization of PCA that
uses an adaptive, multilayer Bencoder[ network

Fig. 3. Theory, presented as the experiment (see
Fig. 1). The SHG source is the magnetic compo-
nent of the Lorentz force on metal electrons in
the SRRs.

REPORTS

28 JULY 2006 VOL 313 SCIENCE www.sciencemag.org504

to transform the high-dimensional data into a
low-dimensional code and a similar Bdecoder[
network to recover the data from the code.

Starting with random weights in the two
networks, they can be trained together by
minimizing the discrepancy between the orig-
inal data and its reconstruction. The required
gradients are easily obtained by using the chain
rule to backpropagate error derivatives first
through the decoder network and then through
the encoder network (1). The whole system is

called an Bautoencoder[ and is depicted in
Fig. 1.

It is difficult to optimize the weights in
nonlinear autoencoders that have multiple
hidden layers (2–4). With large initial weights,
autoencoders typically find poor local minima;
with small initial weights, the gradients in the
early layers are tiny, making it infeasible to
train autoencoders with many hidden layers. If
the initial weights are close to a good solution,
gradient descent works well, but finding such
initial weights requires a very different type of
algorithm that learns one layer of features at a
time. We introduce this Bpretraining[ procedure
for binary data, generalize it to real-valued data,
and show that it works well for a variety of
data sets.

An ensemble of binary vectors (e.g., im-
ages) can be modeled using a two-layer net-
work called a Brestricted Boltzmann machine[
(RBM) (5, 6) in which stochastic, binary pixels
are connected to stochastic, binary feature
detectors using symmetrically weighted con-
nections. The pixels correspond to Bvisible[
units of the RBM because their states are
observed; the feature detectors correspond to
Bhidden[ units. A joint configuration (v, h) of
the visible and hidden units has an energy (7)
given by

Eðv, hÞ 0 j
X

iZpixels

bivi j
X

jZfeatures

bjhj

j
X

i, j

vihjwij

ð1Þ

where vi and hj are the binary states of pixel i
and feature j, bi and bj are their biases, and wij

is the weight between them. The network as-
signs a probability to every possible image via
this energy function, as explained in (8). The
probability of a training image can be raised by

Department of Computer Science, University of Toronto, 6
King’s College Road, Toronto, Ontario M5S 3G4, Canada.

*To whom correspondence should be addressed; E-mail:
hinton@cs.toronto.edu

W

W

W +ε

W

W

W

W

W +ε

W +ε

W +ε

W

W +ε

W +ε

W +ε

+ε

W

W

W

W

W

W

1

2000

RBM

2

2000

1000

500

500

1000

1000

500

1 1

2000

2000

500500

1000

1000

2000

500

2000

T

4
T

RBM

Pretraining Unrolling

1000 RBM

3

4

30

30

Fine-tuning

4 4

2 2

3 3

4
T

5

3
T

6

2
T

7

1
T

8

Encoder

1

2

3

30

4

3

2
T

1
T

Code layer

Decoder

RBM
Top

Fig. 1. Pretraining consists of learning a stack of restricted Boltzmann machines (RBMs), each
having only one layer of feature detectors. The learned feature activations of one RBM are used
as the ‘‘data’’ for training the next RBM in the stack. After the pretraining, the RBMs are
‘‘unrolled’’ to create a deep autoencoder, which is then fine-tuned using backpropagation of
error derivatives.

Fig. 2. (A) Top to bottom:
Random samples of curves from
the test data set; reconstructions
produced by the six-dimensional
deep autoencoder; reconstruc-
tions by ‘‘logistic PCA’’ (8) using
six components; reconstructions
by logistic PCA and standard
PCA using 18 components. The
average squared error per im-
age for the last four rows is
1.44, 7.64, 2.45, 5.90. (B) Top
to bottom: A random test image
from each class; reconstructions
by the 30-dimensional autoen-
coder; reconstructions by 30-
dimensional logistic PCA and
standard PCA. The average
squared errors for the last three
rows are 3.00, 8.01, and 13.87.
(C) Top to bottom: Random
samples from the test data set;
reconstructions by the 30-
dimensional autoencoder; reconstructions by 30-dimensional PCA. The average squared errors are 126 and 135.
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to transform the high-dimensional data into a
low-dimensional code and a similar Bdecoder[
network to recover the data from the code.

Starting with random weights in the two
networks, they can be trained together by
minimizing the discrepancy between the orig-
inal data and its reconstruction. The required
gradients are easily obtained by using the chain
rule to backpropagate error derivatives first
through the decoder network and then through
the encoder network (1). The whole system is

called an Bautoencoder[ and is depicted in
Fig. 1.

It is difficult to optimize the weights in
nonlinear autoencoders that have multiple
hidden layers (2–4). With large initial weights,
autoencoders typically find poor local minima;
with small initial weights, the gradients in the
early layers are tiny, making it infeasible to
train autoencoders with many hidden layers. If
the initial weights are close to a good solution,
gradient descent works well, but finding such
initial weights requires a very different type of
algorithm that learns one layer of features at a
time. We introduce this Bpretraining[ procedure
for binary data, generalize it to real-valued data,
and show that it works well for a variety of
data sets.

An ensemble of binary vectors (e.g., im-
ages) can be modeled using a two-layer net-
work called a Brestricted Boltzmann machine[
(RBM) (5, 6) in which stochastic, binary pixels
are connected to stochastic, binary feature
detectors using symmetrically weighted con-
nections. The pixels correspond to Bvisible[
units of the RBM because their states are
observed; the feature detectors correspond to
Bhidden[ units. A joint configuration (v, h) of
the visible and hidden units has an energy (7)
given by

Eðv, hÞ 0 j
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where vi and hj are the binary states of pixel i
and feature j, bi and bj are their biases, and wij

is the weight between them. The network as-
signs a probability to every possible image via
this energy function, as explained in (8). The
probability of a training image can be raised by

Department of Computer Science, University of Toronto, 6
King’s College Road, Toronto, Ontario M5S 3G4, Canada.

*To whom correspondence should be addressed; E-mail:
hinton@cs.toronto.edu

W

W

W +ε

W

W

W

W

W +ε

W +ε

W +ε

W

W +ε

W +ε

W +ε

+ε

W

W

W

W

W

W

1

2000

RBM

2

2000

1000

500

500

1000

1000

500

1 1

2000

2000

500500

1000

1000

2000

500

2000

T

4
T

RBM

Pretraining Unrolling

1000 RBM

3

4

30

30

Fine-tuning

4 4

2 2

3 3

4
T

5

3
T

6

2
T

7

1
T

8

Encoder

1

2

3

30

4

3

2
T

1
T

Code layer

Decoder

RBM
Top

Fig. 1. Pretraining consists of learning a stack of restricted Boltzmann machines (RBMs), each
having only one layer of feature detectors. The learned feature activations of one RBM are used
as the ‘‘data’’ for training the next RBM in the stack. After the pretraining, the RBMs are
‘‘unrolled’’ to create a deep autoencoder, which is then fine-tuned using backpropagation of
error derivatives.

Fig. 2. (A) Top to bottom:
Random samples of curves from
the test data set; reconstructions
produced by the six-dimensional
deep autoencoder; reconstruc-
tions by ‘‘logistic PCA’’ (8) using
six components; reconstructions
by logistic PCA and standard
PCA using 18 components. The
average squared error per im-
age for the last four rows is
1.44, 7.64, 2.45, 5.90. (B) Top
to bottom: A random test image
from each class; reconstructions
by the 30-dimensional autoen-
coder; reconstructions by 30-
dimensional logistic PCA and
standard PCA. The average
squared errors for the last three
rows are 3.00, 8.01, and 13.87.
(C) Top to bottom: Random
samples from the test data set;
reconstructions by the 30-
dimensional autoencoder; reconstructions by 30-dimensional PCA. The average squared errors are 126 and 135.
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adjusting the weights and biases to lower the
energy of that image and to raise the energy of
similar, Bconfabulated[ images that the network
would prefer to the real data. Given a training
image, the binary state hj of each feature de-
tector j is set to 1 with probability s(bj þP

iviwij), where s(x) is the logistic function
1/E1 þ exp (– x) ,̂ bj is the bias of j, vi is the
state of pixel i, and wij is the weight between i
and j. Once binary states have been chosen for
the hidden units, a Bconfabulation[ is produced
by setting each vi to 1 with probability s(bi þP

jhjwij), where bi is the bias of i. The states of

the hidden units are then updated once more so
that they represent features of the confabula-
tion. The change in a weight is given by

Dwij 0 e
!
bvihjÀdata j bvihjÀrecon

"
ð2 Þ

where e is a learning rate, bvihjÀdata is the
fraction of times that the pixel i and feature
detector j are on together when the feature
detectors are being driven by data, and
bvihjÀrecon is the corresponding fraction for
confabulations. A simplified version of the

same learning rule is used for the biases. The
learning works well even though it is not
exactly following the gradient of the log
probability of the training data (6).

A single layer of binary features is not the
best way to model the structure in a set of im-
ages. After learning one layer of feature de-
tectors, we can treat their activities—when they
are being driven by the data—as data for
learning a second layer of features. The first
layer of feature detectors then become the
visible units for learning the next RBM. This
layer-by-layer learning can be repeated as many

Fig. 3. (A) The two-
dimensional codes for 500
digits of each class produced
by taking the first two prin-
cipal components of all
60,000 training images.
(B) The two-dimensional
codes found by a 784-
1000-500-250-2 autoen-
coder. For an alternative
visualization, see (8).

Fig. 4. (A) The fraction of
retrieved documents in the
same class as the query when
a query document from the
test set is used to retrieve other
test set documents, averaged
over all 402,207 possible que-
ries. (B) The codes produced
by two-dimensional LSA. (C)
The codes produced by a 2000-
500-250-125-2 autoencoder.
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Abstract

There has been much interest in unsuper-
vised learning of hierarchical generative mod-
els such as deep belief networks. Scaling
such models to full-sized, high-dimensional
images remains a di�cult problem. To ad-
dress this problem, we present the convolu-

tional deep belief network, a hierarchical gen-
erative model which scales to realistic image
sizes. This model is translation-invariant and
supports e�cient bottom-up and top-down
probabilistic inference. Key to our approach
is probabilistic max-pooling, a novel technique
which shrinks the representations of higher
layers in a probabilistically sound way. Our
experiments show that the algorithm learns
useful high-level visual features, such as ob-
ject parts, from unlabeled images of objects
and natural scenes. We demonstrate excel-
lent performance on several visual recogni-
tion tasks and show that our model can per-
form hierarchical (bottom-up and top-down)
inference over full-sized images.

1. Introduction

The visual world can be described at many levels: pixel
intensities, edges, object parts, objects, and beyond.
The prospect of learning hierarchical models which
simultaneously represent multiple levels has recently
generated much interest. Ideally, such “deep” repre-
sentations would learn hierarchies of feature detectors,
and further be able to combine top-down and bottom-
up processing of an image. For instance, lower layers
could support object detection by spotting low-level
features indicative of object parts. Conversely, infor-
mation about objects in the higher layers could resolve

Appearing in Proceedings of the 26 th International Confer-
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lower-level ambiguities in the image or infer the loca-
tions of hidden object parts.

Deep architectures consist of feature detector units ar-
ranged in layers. Lower layers detect simple features
and feed into higher layers, which in turn detect more
complex features. There have been several approaches
to learning deep networks (LeCun et al., 1989; Bengio
et al., 2006; Ranzato et al., 2006; Hinton et al., 2006).
In particular, the deep belief network (DBN) (Hinton
et al., 2006) is a multilayer generative model where
each layer encodes statistical dependencies among the
units in the layer below it; it is trained to (approxi-
mately) maximize the likelihood of its training data.
DBNs have been successfully used to learn high-level
structure in a wide variety of domains, including hand-
written digits (Hinton et al., 2006) and human motion
capture data (Taylor et al., 2007). We build upon the
DBN in this paper because we are interested in learn-
ing a generative model of images which can be trained
in a purely unsupervised manner.

While DBNs have been successful in controlled do-
mains, scaling them to realistic-sized (e.g., 200x200
pixel) images remains challenging for two reasons.
First, images are high-dimensional, so the algorithms
must scale gracefully and be computationally tractable
even when applied to large images. Second, objects
can appear at arbitrary locations in images; thus it
is desirable that representations be invariant at least
to local translations of the input. We address these
issues by incorporating translation invariance. Like
LeCun et al. (1989) and Grosse et al. (2007), we
learn feature detectors which are shared among all lo-
cations in an image, because features which capture
useful information in one part of an image can pick up
the same information elsewhere. Thus, our model can
represent large images using only a small number of
feature detectors.

This paper presents the convolutional deep belief net-

work, a hierarchical generative model that scales to
full-sized images. Another key to our approach is
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(NW , NV � NH + 1); the filter weights are shared
across all the hidden units within the group. In addi-
tion, each hidden group has a bias bk and all visible
units share a single bias c.

We define the energy function E(v,h) as:
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As with standard RBMs (Section 2.1), we can perform
block Gibbs sampling using the following conditional
distributions:

P (hk

ij
= 1|v) = �((W̃ k ⇤ v)ij + bk)

P (vij = 1|h) = �((
X

k

W
k ⇤ h

k)ij + c),

where � is the sigmoid function. Gibbs sampling forms
the basis of our inference and learning algorithms.

3.3. Probabilistic max-pooling

In order to learn high-level representations, we stack
CRBMs into a multilayer architecture analogous to
DBNs. This architecture is based on a novel opera-
tion that we call probabilistic max-pooling.

In general, higher-level feature detectors need informa-
tion from progressively larger input regions. Existing
translation-invariant representations, such as convolu-
tional networks, often involve two kinds of layers in
alternation: “detection” layers, whose responses are
computed by convolving a feature detector with the
previous layer, and “pooling” layers, which shrink the
representation of the detection layers by a constant
factor. More specifically, each unit in a pooling layer
computes the maximum activation of the units in a
small region of the detection layer. Shrinking the rep-
resentation with max-pooling allows higher-layer rep-
resentations to be invariant to small translations of the
input and reduces the computational burden.

Max-pooling was intended only for feed-forward archi-
tectures. In contrast, we are interested in a generative

model of images which supports both top-down and
bottom-up inference. Therefore, we designed our gen-
erative model so that inference involves max-pooling-
like behavior.
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Figure 1. Convolutional RBM with probabilistic max-

pooling. For simplicity, only group k of the detection layer

and the pooing layer are shown. The basic CRBM corre-

sponds to a simplified structure with only visible layer and

detection (hidden) layer. See text for details.

To simplify the notation, we consider a model with a
visible layer V , a detection layer H, and a pooling layer
P , as shown in Figure 1. The detection and pooling
layers both have K groups of units, and each group
of the pooling layer has NP ⇥ NP binary units. For
each k 2 {1, ...,K}, the pooling layer P

k shrinks the
representation of the detection layer H

k by a factor
of C along each dimension, where C is a small in-
teger such as 2 or 3. I.e., the detection layer H

k is
partitioned into blocks of size C ⇥ C, and each block
↵ is connected to exactly one binary unit p

k

↵
in the

pooling layer (i.e., NP = NH/C). Formally, we define
B↵ , {(i, j) : hij belongs to the block ↵.}.

The detection units in the block B↵ and the pooling
unit p↵ are connected in a single potential which en-
forces the following constraints: at most one of the
detection units may be on, and the pooling unit is on
if and only if a detection unit is on. Equivalently, we
can consider these C

2+1 units as a single random vari-
able which may take on one of C

2 + 1 possible values:
one value for each of the detection units being on, and
one value indicating that all units are o↵.

We formally define the energy function of this simpli-
fied probabilistic max-pooling-CRBM as follows:
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We now discuss sampling the detection layer H and
the pooling layer P given the visible layer V . Group k

receives the following bottom-up signal from layer V :

I(hk

ij
) , bk + (W̃ k ⇤ v)ij . (2)

Now, we sample each block independently as a multi-
nomial function of its inputs. Suppose h

k

i,j
is a hid-

den unit contained in block ↵ (i.e., (i, j) 2 B↵), the
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Table 2. Test error for MNIST dataset

Labeled training samples 1,000 2,000 3,000 5,000 60,000

CDBN 2.62±0.12% 2.13±0.10% 1.91±0.09% 1.59±0.11% 0.82%

Ranzato et al. (2007) 3.21% 2.53% - 1.52% 0.64%

Hinton and Salakhutdinov (2006) - - - - 1.20%

Weston et al. (2008) 2.73% - 1.83% - 1.50%

faces cars elephants chairs faces, cars, airplanes, motorbikes

Figure 3. Columns 1-4: the second layer bases (top) and the third layer bases (bottom) learned from specific object

categories. Column 5: the second layer bases (top) and the third layer bases (bottom) learned from a mixture of four

object categories (faces, cars, airplanes, motorbikes).
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Second layer 0.86±0.13 0.69±0.22 0.72±0.23

Third layer 0.95±0.03 0.81±0.13 0.87±0.15

Figure 4. (top) Histogram of the area under the precision-

recall curve (AUC-PR) for three classification problems

using class-specific object-part representations. (bottom)

Average AUC-PR for each classification problem.
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Figure 5. Histogram of conditional entropy for the repre-

sentation learned from the mixture of four object classes.

the posterior over class labels when a feature is ac-
tive. Since lower conditional entropy corresponds to a
more peaked posterior, it indicates greater specificity.
As shown in Figure 5, the higher-layer features have
progressively less conditional entropy, suggesting that
they activate more selectively to specific object classes.

4.5. Hierarchical probabilistic inference

Lee and Mumford (2003) proposed that the human vi-
sual cortex can conceptually be modeled as performing
“hierarchical Bayesian inference.” For example, if you
observe a face image with its left half in dark illumina-

Figure 6. Hierarchical probabilistic inference. For each col-

umn: (top) input image. (middle) reconstruction from the

second layer units after single bottom-up pass, by project-

ing the second layer activations into the image space. (bot-

tom) reconstruction from the second layer units after 20

iterations of block Gibbs sampling.

tion, you can still recognize the face and further infer
the darkened parts by combining the image with your
prior knowledge of faces. In this experiment, we show
that our model can tractably perform such (approxi-
mate) hierarchical probabilistic inference in full-sized
images. More specifically, we tested the network’s abil-
ity to infer the locations of hidden object parts.

To generate the examples for evaluation, we used
Caltech-101 face images (distinct from the ones the
network was trained on). For each image, we simu-
lated an occlusion by zeroing out the left half of the
image. We then sampled from the joint posterior over
all of the hidden layers by performing Gibbs sampling.
Figure 6 shows a visualization of these samples. To en-
sure that the filling-in required top-down information,
we compare with a “control” condition where only a
single upward pass was performed.

In the control (upward-pass only) condition, since
there is no evidence from the first layer, the second
layer does not respond much to the left side. How-
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mate) hierarchical probabilistic inference in full-sized
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Hierarchical Bayesian inference in visual cortex
(Lee & Mumford, 2003)

areas of the image are in shadow. Second, the high-level
knowledge of the identity of an individual suggests that a
face should have certain proportions, as measured from
the low-level data in V1. Both sets of information would
go into the full explanation of the image.

This basic formulation can also capture the interaction
among multiple cortical areas, such as V1, V2, V4, and
the inferotemporal cortex (IT). Note that although feed-
back goes all the way back to the LGN and it is simple to
include the LGN in the scheme, the computational role of
the thalamic nuclei could potentially be quite different.30

Hence we decide not to consider the various thalamic ar-
eas, the LGN, and the nuclei of the pulvinar, in this pic-
ture at present. The formalism that we introduce applies
to any set of cortical areas with arbitrary connections be-
tween them. But for simplicity of exposition, we assume
that our areas are connected like a chain. That is, we as-
sume that each area computes a set of features or beliefs,
which we now call xv1 , xv2 , xv4 , and xIT , and we make
the simplifying assumption that if, in the sequence of
variables (x0 , xv1 , xv2 , xv4 , xIT), any variable is fixed,
then the variables before and after it are conditionally in-
dependent. This means that we can factor the probabil-
ity model for these variables and the evidence x0 as

P!x0 , xv1 , xv2 , xv4 , xIT"

! P!x0!xv1"P!xv1!xv2"P!xv2!xv4"P!xv4!xIT"P!xIT"

and make our model an (undirected) graphical model or
Markov random field based on the chain of variables:

x0 ↔ xv1 ↔ xv2 ↔ xv4 ↔ xIT .

From this it follows that

P!xv1!x0 , xv2 , xv4 , xIT" ! P!x0!xv1"P!xv1!xv2"/Z1 ,

P!xv2!x0 , xv1 , xv4 , xIT" ! P!xv1!xv2"P!xv2!xv4"/Z2 ,

P!xv4!x0 , xv1 , xv2 , xIT" ! P!xv2!xv4"P!xv4!xIT"/Z4 .

More generally, in a graphical model one needs only po-
tentials #(xi , xj) indicating the preferred pairs of values
of directly linked variables xi and xj , and we have

P!xv1!x0 , xv2 , xv4 , xIT"

! #!x0 , xv1"#!xv1 , xv2"/Z!x0 , xv2" ,

P!xv2!x0 , xv1 , xv4 , xIT"

! #!xv1 , xv2"#!xv2 , xv4"/Z!vv1 , xv4",

P!xv4!x0 , xv1 , xv2 , xIT"

! #!xv2 , xv4"#!xv4 , xIT"/Z!xv2 , xIT",

where Z(xi , xj) is a constant needed to normalize the
function to a probability distribution. The potentials
must be learned from experience with the world and con-
stitute the guts of the model. This is a very active area
in machine learning research.4,6,8,19,20

In this framework each cortical area is an expert for in-
ferring certain aspects of the visual scene, but its infer-
ence is constrained by both the bottom-up data coming in
on the feedforward pathway (the first factor in the right-
hand side of each of the above equations) and the top-
down data feeding back (the second factor) [see Fig. 2(a)].

Each cortical area seeks to maximize by competition the
probability of its computed features (or beliefs) xi by com-
bining the top-down and bottom-up data with use of the
above formulas (the Z’s can be ignored). The system as a
whole moves, game theoretically, toward an equilibrium
in which each xi has an optimum value given all the other
x’s. In particular, at each point in time, a distribution of
beliefs exist at each level. Feedback from all higher ar-
eas can ripple back to V1 and cause a shift in the pre-
ferred beliefs computed in V1, which in turn can sharpen
and collapse the belief distribution in the higher areas.
Thus long-latency responses in V1 will tend to reflect in-
creasingly more global feedback from abstract higher-
level features, such as illumination and the segmentation
of the image into major objects. For instance, a faint
edge could turn out to be an important object boundary
after the whole image is interpreted, although the edge
was suppressed as a bit of texture during the first
bottom-up pass. The long-latency responses in IT, on the
other hand, will tend to reflect fine details and more-
precise information about a specific object.

The feedforward input drives the generation of the hy-
potheses, and the feedback from higher inference areas

Fig. 2. (a) Schematic of the proposed hierarchical Bayesian in-
ference framework in the cortex: The different visual areas
(boxes) are linked together as a Markov chain. The activity in
V1, x1 , is influenced by the bottom-up feedforward data x0 and
the probabilistic priors P(x1!x2) fed back from V2. The concept
of a Markov chain is important computationally because each
area is influenced mainly by its direct neighbors. (b) An alter-
native way of implementing hierarchical Bayesian inference by
using particle filtering and belief propagation: B1 and B2 are
bottom-up and top-down beliefs, respectively. They are sets of
numbers that reflect the conditional probabilities of the particles
conditioned on the context that has been incorporated by the be-
lief propagation so far. The top-down beliefs are the responses
of the deep layer pyramidal cells that project backward, and the
bottom-up beliefs are the activities of the responses of the super-
ficial layer pyramidal cells that project to the higher areas. The
potentials # are the synaptic weights at the terminals of the pro-
jecting axons. A hypothesis particle may link a set of particles
spanning several cortical areas, and the probability of this hy-
pothesis particle could be signified by its binding strength via ei-
ther synchrony or rapid synaptic weight changes.
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How do neurons in V1 encode this?
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Murray, Kersten, Schrater, Olshausen, Woods, PNAS 2002.
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Reference frames require structured representations
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Dynamic routing 
(Olshausen, Anderson, Van Essen 1993)
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Dynamic routing circuit
4702 Olshausen et al. - Model of Visual Attention and Recognition 
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Figure 2. A simple, one-dimensional dynamic routing circuit. a, Connections are shown for the leftmost node in each layer. The connections for 
the other nodes are the same, but merely shifted. N denotes the number of nodes within each layer, and I denotes the layer number. A set of control 
units (not explicitly shown) provide the necessary signals for modulating connection strengths so that the image within the window of attention in 
the input is mapped onto the output nodes. b and c, Some examples of how connection strengths would be set for different positions and sizes of 
the window of attention. The gray level of each connection denotes its strength. Each node, Zf, essentially interpolates from the nodes below by 
forming a linear weighted sum of its inputs: 

where W: denotes the strength of the connection from node j in level 1 to node i in level 1 + 1. If  a gaussian is used as the interpolation function, 
then wt, is given by 

WI, = exp (j - cqi - d,)> - 
24 

where the parameters d,, (Y,, and Q, denote the amount of translation, scaling, and blurring, respectively, in the transformation from level 1 to level 
I + 1. The overall translation, scaling, and blurring of the entire circuit (d, 01, and u) is then given by d = d, + cu,(d, + cr,d,), a! = LY~(Y,(Y~, (~2 = 
u; + (Y&J: + c+J:). Note that the lowest layers are best suited for small, fine-scale adjustments to the position and size of the attentional window, 
while the upper layers are better suited for large, coarse-scale adjustments. 

used when the window is small. Thus, much of the image 
smoothing could be accomplished by using a set of hardwired 
filters, and then switching between these filters depending on 
the size of the attentional window. 

The challenge in controlling the routing circuit lies in properly 
setting the synaptic weights to yield the desired position and 
size of the window of attention. Low levels of the circuit are 
well suited for making fine adjustments in the position and scale 
of the window of attention, whereas higher levels are best suited 
for coarse control. In general, though, there are an infinite num- 
ber of possible solutions in terms of the combinations of weights 
that could achieve any particular input-output transformation. 

Control 
Our analysis of how information flow can be controlled is aided 
by visualizing the routing circuit in “connection space,” as shown 
in Figure 3a. This diagram shows the connection matrix for a 
simple one-dimensional routing circuit composed of two lay- 
ers-an input layer and an output layer. The horizontal axis 
represents the nodes constituting the input layer of the network, 
the vertical axis represents the nodes constituting the output 
layer. An “x ” at coordinate (j, i) in connection space denotes 
that a physical connection exists from node j in the input to 
node i in the output; the lack of an “ x ” at (j, i) implies that 



Transforming Auto-encoders 3
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Fig. 1. Three capsules of a transforming auto-encoder that models translations. Each
capsule in the figure has 3 recognition units and 4 generation units. The weights on the
connections are learned by backpropagating the discrepancy between the actual and
target outputs.

a pure translation of the retinal image and the cortex has non-visual access to
information about eye-movements.

2 Learning the First Level of Capsules

Once pixel intensities have been converted into the outputs of a set of active,
first-level capsules each of which produces an explicit representation of the pose
of its visual entity, it is relatively easy to see how larger and more complex visual
entities can be recognized by using agreements of the poses predicted by active,
lower-level capsules. But where do the first-level capsules come from? How can
an artificial neural network learn to convert the language of pixel intensities
to the language of pose parameters? That is the question addressed by this
paper and it turns out that there is a surprisingly simple answer which we call a
“transforming auto-encoder”. We explain the idea using simple 2-D images and
capsules whose only pose outputs are an x and a y position. We generalize to
more complicated poses later.

Consider the feedforward neural network shown in figure 1. The network is
deterministic and, once it has been learned, it takes as inputs an image and
desired shifts, ∆x and ∆y, and it outputs the shifted image. The network is
composed of a number of separate capsules that only interact at the final layer
when they cooperate to produce the desired shifted image. Each capsule has its
own logistic “recognition units” that act as a hidden layer for computing three
numbers, x, y, and p, that are the outputs that the capsule will send to higher
levels of the vision system. p is the probability that the capsule’s visual entity is

Transforming Auto-encoders 
(Hinton, Krizhevsky & Wang 2011)

4 G. E. Hinton, A. Krizhevsky & S. D. Wang
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Fig. 2. Left: A scatterplot in which the vertical axis represents the x output of one
of the capsules for each digit image and the horizontal axis represents the x output
from the same capsule if that image is shifted by +3 or −3 pixels in the x direction.
If the original image is already near the limit of the x positions that the capsule can
represent, shifting further in that direction causes the capsule to produce the wrong
answer, but this does not matter if the capsule sets its probability to 0 for data outside
its domain of competence. Right: The outgoing weights of 10 of the 20 generative
units for 9 of the capsules.

present in the input image. The capsule also has its own “generation units” that
are used for computing the capsule’s contribution to the transformed image. The
inputs to the generation units are x + ∆x and y + ∆y, and the contributions
that the capsule’s generation units make to the output image are multiplied by
p, so inactive capsules have no effect.

For the transforming auto-encoder to produce the correct output image, it
is essential that the x and y values computed by each active capsule correspond
to the actual x and y position of its visual entity and we do not need to know
this visual entity or the origin of its coordinate frame in advance.

As a simple demonstration of the efficacy of the transforming auto-encoder,
we trained a network with 30 capsules each of which had 10 recognition units
and 20 generation units. Each capsule sees the whole of an MNIST digit image.
Both the input and the output images are shifted randomly by -2, -1, 0, +1, or
+2 pixels in the x and y directions and the transforming auto-encoder is given
the resulting ∆x and ∆y as an additional input. Figure 2 shows that the capsules
do indeed output x and y values that shift in just the right way when the input
image is shifted. Figure 2 shows that the capsules learn generative units with
projective fields that are highly localized. The receptive fields of the recognition
units are noisier and somewhat less localized.



Dynamic routing between capsules 
(Sabour, Frosst & Hinton 2017)Figure 1: A simple CapsNet with 3 layers. This model gives comparable results to deep convolutional

networks (such as Chang and Chen [2015]). The length of the activity vector of each capsule
in DigitCaps layer indicates presence of an instance of each class and is used to calculate the
classification loss. Wij is a weight matrix between each ui, i 2 (1, 32⇥ 6⇥ 6) in PrimaryCapsules
and vj , j 2 (1, 10).

Figure 2: Decoder structure to reconstruct a digit from the DigitCaps layer representation. The
euclidean distance between the image and the output of the Sigmoid layer is minimized during
training. We use the true label as reconstruction target during training.

fields overlap with the location of the center of the capsule. In total PrimaryCapsules has [32⇥ 6⇥ 6]
capsule outputs (each output is an 8D vector) and each capsule in the [6 ⇥ 6] grid is sharing their
weights with each other. One can see PrimaryCapsules as a Convolution layer with Eq. 1 as its block
non-linearity. The final Layer (DigitCaps) has one 16D capsule per digit class and each of these
capsules receives input from all the capsules in the layer below.

We have routing only between two consecutive capsule layers (e.g. PrimaryCapsules and DigitCaps).
Since Conv1 output is 1D, there is no orientation in its space to agree on. Therefore, no routing is used
between Conv1 and PrimaryCapsules. All the routing logits (bij) are initialized to zero. Therefore,
initially a capsule output (ui) is sent to all parent capsules (v0...v9) with equal probability (cij).
Our implementation is in TensorFlow (Abadi et al. [2016]) and we use the Adam optimizer (Kingma
and Ba [2014]) with its TensorFlow default parameters, including the exponentially decaying learning
rate, to minimize the sum of the margin losses in Eq. 4.

4.1 Reconstruction as a regularization method

We use an additional reconstruction loss to encourage the digit capsules to encode the instantiation
parameters of the input digit. During training, we mask out all but the activity vector of the correct
digit capsule. Then we use this activity vector to reconstruct the input image. The output of the digit
capsule is fed into a decoder consisting of 3 fully connected layers that model the pixel intensities as
described in Fig. 2. We minimize the sum of squared differences between the outputs of the logistic
units and the pixel intensities. We scale down this reconstruction loss by 0.0005 so that it does not
dominate the margin loss during training. As illustrated in Fig. 3 the reconstructions from the 16D
output of the CapsNet are robust while keeping only important details.
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of the vector to represent the properties of the entity1. We ensure that the length of the vector output
of a capsule cannot exceed 1 by applying a non-linearity that leaves the orientation of the vector
unchanged but scales down its magnitude.

The fact that the output of a capsule is a vector makes it possible to use a powerful dynamic routing
mechanism to ensure that the output of the capsule gets sent to an appropriate parent in the layer
above. Initially, the output is routed to all possible parents but is scaled down by coupling coefficients
that sum to 1. For each possible parent, the capsule computes a “prediction vector” by multiplying its
own output by a weight matrix. If this prediction vector has a large scalar product with the output of
a possible parent, there is top-down feedback which increases the coupling coefficient for that parent
and decreasing it for other parents. This increases the contribution that the capsule makes to that
parent thus further increasing the scalar product of the capsule’s prediction with the parent’s output.
This type of “routing-by-agreement” should be far more effective than the very primitive form of
routing implemented by max-pooling, which allows neurons in one layer to ignore all but the most
active feature detector in a local pool in the layer below. We demonstrate that our dynamic routing
mechanism is an effective way to implement the “explaining away” that is needed for segmenting
highly overlapping objects.

Convolutional neural networks (CNNs) use translated replicas of learned feature detectors. This
allows them to translate knowledge about good weight values acquired at one position in an image
to other positions. This has proven extremely helpful in image interpretation. Even though we are
replacing the scalar-output feature detectors of CNNs with vector-output capsules and max-pooling
with routing-by-agreement, we would still like to replicate learned knowledge across space. To
achieve this, we make all but the last layer of capsules be convolutional. As with CNNs, we make
higher-level capsules cover larger regions of the image. Unlike max-pooling however, we do not throw
away information about the precise position of the entity within the region. For low level capsules,
location information is “place-coded” by which capsule is active. As we ascend the hierarchy,
more and more of the positional information is “rate-coded” in the real-valued components of the
output vector of a capsule. This shift from place-coding to rate-coding combined with the fact that
higher-level capsules represent more complex entities with more degrees of freedom suggests that the
dimensionality of capsules should increase as we ascend the hierarchy.

2 How the vector inputs and outputs of a capsule are computed

There are many possible ways to implement the general idea of capsules. The aim of this paper is not
to explore this whole space but simply to show that one fairly straightforward implementation works
well and that dynamic routing helps.

We want the length of the output vector of a capsule to represent the probability that the entity
represented by the capsule is present in the current input. We therefore use a non-linear "squashing"
function to ensure that short vectors get shrunk to almost zero length and long vectors get shrunk to a
length slightly below 1. We leave it to discriminative learning to make good use of this non-linearity.

vj =
||sj ||2

1 + ||sj ||2
sj

||sj ||
(1)

where vj is the vector output of capsule j and sj is its total input.

For all but the first layer of capsules, the total input to a capsule sj is a weighted sum over all
“prediction vectors” ûj|i from the capsules in the layer below and is produced by multiplying the
output ui of a capsule in the layer below by a weight matrix Wij

sj =
X

i

cijûj|i , ûj|i = Wijui (2)

where the cij are coupling coefficients that are determined by the iterative dynamic routing process.

The coupling coefficients between capsule i and all the capsules in the layer above sum to 1 and are
determined by a “routing softmax” whose initial logits bij are the log prior probabilities that capsule i

1This makes biological sense as it does not use large activities to get accurate representations of things that
probably don’t exist.
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where the cij are coupling coefficients that are determined by the iterative dynamic routing process.

The coupling coefficients between capsule i and all the capsules in the layer above sum to 1 and are
determined by a “routing softmax” whose initial logits bij are the log prior probabilities that capsule i

1This makes biological sense as it does not use large activities to get accurate representations of things that
probably don’t exist.
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of the vector to represent the properties of the entity1. We ensure that the length of the vector output
of a capsule cannot exceed 1 by applying a non-linearity that leaves the orientation of the vector
unchanged but scales down its magnitude.

The fact that the output of a capsule is a vector makes it possible to use a powerful dynamic routing
mechanism to ensure that the output of the capsule gets sent to an appropriate parent in the layer
above. Initially, the output is routed to all possible parents but is scaled down by coupling coefficients
that sum to 1. For each possible parent, the capsule computes a “prediction vector” by multiplying its
own output by a weight matrix. If this prediction vector has a large scalar product with the output of
a possible parent, there is top-down feedback which increases the coupling coefficient for that parent
and decreasing it for other parents. This increases the contribution that the capsule makes to that
parent thus further increasing the scalar product of the capsule’s prediction with the parent’s output.
This type of “routing-by-agreement” should be far more effective than the very primitive form of
routing implemented by max-pooling, which allows neurons in one layer to ignore all but the most
active feature detector in a local pool in the layer below. We demonstrate that our dynamic routing
mechanism is an effective way to implement the “explaining away” that is needed for segmenting
highly overlapping objects.

Convolutional neural networks (CNNs) use translated replicas of learned feature detectors. This
allows them to translate knowledge about good weight values acquired at one position in an image
to other positions. This has proven extremely helpful in image interpretation. Even though we are
replacing the scalar-output feature detectors of CNNs with vector-output capsules and max-pooling
with routing-by-agreement, we would still like to replicate learned knowledge across space. To
achieve this, we make all but the last layer of capsules be convolutional. As with CNNs, we make
higher-level capsules cover larger regions of the image. Unlike max-pooling however, we do not throw
away information about the precise position of the entity within the region. For low level capsules,
location information is “place-coded” by which capsule is active. As we ascend the hierarchy,
more and more of the positional information is “rate-coded” in the real-valued components of the
output vector of a capsule. This shift from place-coding to rate-coding combined with the fact that
higher-level capsules represent more complex entities with more degrees of freedom suggests that the
dimensionality of capsules should increase as we ascend the hierarchy.

2 How the vector inputs and outputs of a capsule are computed

There are many possible ways to implement the general idea of capsules. The aim of this paper is not
to explore this whole space but simply to show that one fairly straightforward implementation works
well and that dynamic routing helps.

We want the length of the output vector of a capsule to represent the probability that the entity
represented by the capsule is present in the current input. We therefore use a non-linear "squashing"
function to ensure that short vectors get shrunk to almost zero length and long vectors get shrunk to a
length slightly below 1. We leave it to discriminative learning to make good use of this non-linearity.
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