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Abstract

We provide an encoding and decoding strategy for efficient storage of analog data onto an array of Phase-Change Memory (PCM) devices. The PCM array is treated as an analog channel, with the stochastic relationship between write voltage and read resistance for each device determining its theoretical capacity. The encoder and decoder are implemented as neural networks with parameters that are trained end-to-end to minimize distortion for a fixed number of devices. To minimize distortion, the encoder and decoder must adapt jointly to the statistics of images and the statistics of the channel. Similar to Balle et al. (2017), we find that incorporating divisive normalization in the encoder, paired with de-normalization in the decoder, improves model performance. We show that the autoencoder achieves a rate-distortion performance above that achieved by a separate JPEG source coding and binary channel coding scheme. These results demonstrate the feasibility of exploiting the full analog dynamic range of PCM or other emerging memory devices for efficient storage of analog image data.

Introduction

With the rapid increase of internet-connected devices has come an increase in research aimed to design and characterize smaller and more power-efficient devices for information storage [1–3]. In particular, Phase Change Memory (PCM) is a type of memristive, non-volatile storage device that has gained considerable interest for both research and application in the last decade [4, 5]. These are 2-terminal, nanoscale circuit elements whose resistance can be changed in a continuous manner. PCMs have many desirable properties of storage devices: non-volatility, long endurance, low power consumption, and fast read/write.

We can characterize the theoretical storage capacity of a PCM device by treating it as an information channel. The channel capacity can be determined from the stochastic relationship between write voltage $V$ and the resulting read resistance $R$, expressed in the conditional distribution $P(R|V)$. For the particular device used in this study the dependence of resistance on voltage is non-linear, as shown in Figure 1. (Complete details of the device characterization are available in [3].) In previous work [3], we estimated the capacity of the device to be 2.68 bits. Importantly, however, information theory does not provide a prescription for constructing a channel code that can achieve this hypothetical capacity limit. Furthermore, such a code would only be optimal in the limit of asymptotically long blocklengths, thus requiring potentially long delay and complexity.
Source-Channel Coding

Shannon’s source separation theorem provides a proof showing the optimality of separate source and channel coding in the limit of infinite blocklength codes [11]. The process of transmission is split into two parts: (i) source coding, which removes the redundancy from a source, and (ii) channel coding, which adds specific redundancies to correct for errors introduced by the channel.

However, as the proof is non-constructive, there is no prescription for achieving the optimal source and channel codes. Importantly, source coding is often very difficult if the signal lives in a high-dimensional, non-linear space. A closely related open research question involving image compression is characterizing the high dimensional, non-convex space on which natural images lie [12]. The modern advent of large-scale deep learning models has pushed the image source coding field further by improving results without the need to understand directly the complex structure of the images [13–15], but this method has not been applied to joint source-channel coding. Instead, source and channel codes are developed separately and channel codes are typically tailored to particular channels, which can be difficult if the conditional distribution describing the channel is complicated.

The Shannon guarantee of coding optimality requires asymptotically long blocklengths (and subsequently potentially asymptotically long delays and complexity in
Figure 2: Diagram of the autoencoder architecture. $X$ is the input to the network (an image). $f(\bullet)$ and $g(\bullet)$ are the encoding and decoding networks, respectively. The encoder network outputs a set of write voltages, $V$. This results in a set of noisy resistances $R$ according to $P(R|V)$ (Figure 1). The decoder network then reconstructs the image $\hat{X}$ from the resistances $R$.

order to read-out/decode these block-lengths). In the regime of finite block-lengths, a joint source-channel coding strategy has been shown to be superior over separate coding [16,17]. For example, if the probability distributions for the source and channel are well-matched (often in terms of relative entropy), optimal transmission can be achieved with a joint scheme that involves little to no coding. The key here is that the data statistics, channel, and distortion function are considered simultaneously. This allows the coder to match noise characteristics between compression and the channel in such a way that the noise has a minimal effect on the distortion metric.

Our interest focuses on practical image storage on an array of analog memory devices. We assess performance at this task by looking at the rate-distortion trade-off. As a simple case, we could start by looking at a single PCM channel and determining what the optimal transformation and corresponding distortion for a univariate Gaussian signal would be. This was calculated previously by Engel et al. [18], who found that a joint coding, symbol-by-symbol transformation (i.e. a lookup table) is able to achieve the same performance as a realistic (non-asymptotic) separate coding system with optimal 2 bit scalar quantization and 2 bit channel coding (achievable for this particular channel with 8 read and write states). Thus, with reduced complexity and latency of the control circuitry, this joint scheme was able to perform on par with separate coding schemes. This result is encouraging, as it suggests that a proper joint scheme can perform well with minimal delay and complexity. The difficulty then lies in finding a ‘proper’ scheme. In the case described above, the problem was simple enough to be solved by exhaustive search. If, however, we desire to store something more complicated, such as an image, a different method is required.

**Autoencoder Framework**

An autoencoder neural network is typically trained to reconstruct an input pattern after passing through an information bottleneck. The bottleneck is often reduced in dimensionality compared to the input and output. For our case, the bottleneck is a fixed number of noisy information channels (PCMs), as illustrated in Figure 2.

Traditional image compression schemes such as JPEG and JPEG2000 can also
be thought of as two-layer autoencoders. In this case the encoder and decoder are hand-designed to be the discrete cosine transform and its inverse (JPEG) or a wavelet transform and its inverse (JPEG2000). These source coders also have a non-trivial additional step where the latent representation (i.e. output of \( f(\bullet) \) in Figure 2) is quantized and entropy coded. Following the standard pipeline, once an image is compressed with one of these source coders, the latent representation can be transformed via a channel coder to be passed through a particular channel. The signal received on the other side of the channel would then be decoded by a channel decoder and then a source decoder (i.e. \( g(\bullet) \) in Figure 2) to be transformed back into a reconstruction of the input image.

Here we describe an end-to-end optimized solution for learning the encoder and decoder best suited for storing images on an array of PCM devices using a multi-layered autoencoder network. The objective of the network is to transform the input image via a series of linear/non-linear operations into a set of optimal write voltages for the PCM devices, and to transform the resulting read resistances to reconstruct the image with minimal distortion, measured as MSE.

To characterize the PCM channel, we constructed a set of conditional histograms using data obtained from [3] and modeled each one as a Gaussian distribution with mean and variance determined from the data. This provided a set of 40 discrete samples of \( P(R|V) \), consisting of voltages \( v \) and the corresponding mean resistance \( \mu(v) \) and its standard deviation \( \sigma(v) \). To then estimate values in between those measured, we performed Gaussian interpolation (convolving the measured data with Gaussian kernels). Importantly, this non-parametric channel model is not device-specific - i.e. it can be adapted to any two-terminal device as long as \( P(R|V = v) \) is approximately Gaussian \( \forall v \), as is the case for this device.

The weights of the autoencoder network were learned by backpropagating the gradient of the objective function (see below) through the network. The write voltages were given by the output of the encoder, \( v = f(X) \). Each use of the channel can be thought of as drawing a sample from \( P(R|V = v) \). However, to minimize the objective, we needed \( R \) to be a differentiable function of \( v \). Thus, as our model for the channel was \( P(R|V = v) = \mathcal{N}(\mu(v), \sigma(v)) \), we reparameterized \( R \) so that it was differentiable: \( R(v) = \mu(v) + \sigma(v) \cdot \epsilon, \epsilon \sim \mathcal{N}(0, 1) \). Though this may look like a model of a Gaussian channel, it is more general as both \( \mu \) and \( \sigma \) are nonlinear functions of \( v \).

Note that our usage is different than what is typical for a variational autoencoder [19], as we are not interested in unconditional sampling and we are not interpreting the distribution as a prior. Instead, our model is more analogous to a denoising autoencoder [20], where noise is added to the hidden representation.

**Evaluation on Image Data**

**MNIST**

We first evaluated the network on images of hand-written digits (MNIST) using a three-layer encoder and three-layer decoder. Both networks were feed-forward, fully-connected with rectified (ReLU [21]) activation functions. The objective to be mini-
mized was a combination of reconstruction error and a regularization penalty on the activations of the latent space:

$$C = \left\langle \left\| X - \hat{X} \right\|^2_2 + \lambda \left[ \max(0, v - V_{\text{max}}) + \max(0, V_{\text{min}} - v) \right] \right\rangle$$  

(1)

Here, \( \max(\bullet) \) puts a constraint on the latent space activity (for going outside \( V_{\text{max}} \) or \( V_{\text{min}} \)), \( \lambda \) establishes the relative importance of keeping the write voltages within the range of the device, and \( v \) (voltages) are the activation values of the final encoding layer (i.e. outputs of \( f(\bullet) \)). The full network was trained using ADAM [22] on this cost function.

**Natural Images**

We next turned to the problem of evaluating performance on natural images. Since the structure in natural images is significantly more complex than MNIST digits, it stands to reason that a different encoding and decoding strategy will be needed. Indeed, our initial attempts using the above network architecture for a set of natural images yielded poor results. Concurrently however, Balle et al. [13] published work employing a similar autoencoder framework, but instead of ReLUs they incorporated a divisive normalization non-linearity into each layer of the encoder, along with a denormalization non-linearity in each layer of the decoder.

The nonlinearities in standard neural networks are typically pointwise ReLU, i.e. \( a'_i = \max(0, a_i) \), where \( a_i = \sum_j x_j \cdot w_{ij} \), with \( x \) indicating the layer’s input and \( w \) indicating the weights. In contrast, divisive normalization is a population nonlinearity, whose functional form is given by

$$a'_i = \frac{a_i}{\sqrt{\beta_i^2 + \sum_k \gamma_{ik} a_k^2}}$$  

(2)

where \( \beta \) and \( \gamma \) are learned parameters. Divisive normalization implements a local form of gain control that can reduce nonlinear dependencies [23].

The encoder and decoder weights in [13] are parameterized as filter convolutions at each layer, allowing the network to be scaled up to large images. Their network demonstrates impressive performance for compression over a binary channel.

The architecture we used was similar to that described in [13]. To adjust the compression rate of the network, we varied the number of units in the last layer of the encoder/first layer of the decoder (128 for the low compression, 30 for the high compression), while keeping the number of units in all other layers and the number of layers the same as in [13]. The output of the encoder is passed through a set of model PCM devices and their outputs are passed through the decoder. Thus, in contrast to [13], we are asking the network to perform both source and channel coding. Since it is presumably desirable to fill the full dynamic range of the PCM device, we also omitted the entropy cost in Balle et al.’s objective and utilized only the MSE and clipping constraints in Eq. 1. The training set consisted of \( \sim 120,000 \) images from the 2016 ImageNet test set [24] and the Flickr Creative Commons image set [25].
Figure 3: Results from storing $28 \times 28$ MNIST digits onto 40 PCM devices (giving a rate of 0.05 PCMs/Pixel) using the fully-connected network with ReLU point-wise non-linearities. (a) The images in the left column show two original images and in the right column their reconstructions. (b) Rate-distortion curve for the fully connected network. In purple, results are shown for the JPEG codec combined with a hypothetical channel coder that achieves a transmission rate of 2.68 bits (the channel capacity) across each PCM device. Dots indicate an average over a set of 10,000 images in the test set, dashes indicate interpolation.

**Results**

**MNIST**

We compare performance of our method against separate source and channel coding by combining an existing source coder with hypothetical channel coders, as there currently does not exist a channel coder for this channel. We chose to use the JPEG codec for the source coder because it is the most commonly used source coder for natural images. For the channel coder, we used two different hypothetical coders: one that was able to achieve transmission rates of 1 bit across a PCM device – as is currently done with commercial versions of these devices (MNIST data not shown) – and one that was able to achieve transmission rates equal to the capacity, 2.68 bits. In order to produce the hypothetical rates, we first code each image using the JPEG codec, and then divide the number of bits by 1 or 2.68 for the binary and capacity-achieving channel coders, respectively. Using the fully trained network, we were able to store $28 \times 28$ pixel MNIST images more effectively than the JPEG source coder (which was not designed for MNIST-like images) combined with a theoretically optimal channel-coder (see Fig. 3). This is encouraging as it demonstrates that our method adapts well to data statistics.

**Natural Images**

To assess model performance on images of natural scenes, we used 24 gray-scale images from the Kodak dataset [26]. We measured two compression levels using our
Figure 4: Example storing 256 × 256 pixel natural images onto 7,680 PCM devices. (a) Original images (left) and their reconstructions (right). The distortion achieved was an MSE of ∼ 200 (corresponding to PSNR of ∼ 25 dB). (b) Rate-distortion curve for three different storage methods: In red and purple are results for the JPEG codec combined with two hypothetical channel coders that achieve transmission rates of (respectively) 1 bit and 2.68 bits across each PCM device. The proposed joint coder is shown in yellow. Dots indicate an average MSE achieved for 24 gray-scale images from the Kodak dataset.
proposed autoencoder framework. The higher capacity network (with 30 filters in the last encoding layer) used 7,680 model PCM devices to store each image, while the lower capacity network (with 12 filters in the last encoding layer) used 3,072 PCM devices. Results from this test are illustrated in Figure 4.

We found that the convolutional autoencoder was able to outperform the JPEG + binary channel coder method for both rates. Using the k-nearest neighbors algorithm introduced in [27], we estimated the achieved marginal information transmission rate across a subset of the PCM channels was \( \sim 1.5 \) bits/channel. This indicates that it would take more than 1.5 times as many PCM devices to store an image if the binary channel coder were used (as is the case in commercially deployed 3D-Xpoint[28]). For our network to achieve the same rate-distortion performance as the JPEG + capacity-achieving channel coder it would have either had to achieve a higher information transmission rate, or a higher compression rate, which we will discuss in the following section.

**Discussion**

The traditional paradigm of image compression focuses on designing source coders that process images into a string of bits. These bits are then taken by a channel coder that either transmits or stores them on a binary channel. In this work, we are addressing a novel setting for image compression in which the data is to be stored on an analog device. We are interested in these devices because of their benefits over traditional binary storage devices, chiefly: power-consumption, speed, and endurance. The questions we address are how to optimally store image data on an analog medium, and, more generally, how to optimally perform compression and error correction in this setting. The noise characteristics of PCMs and other analog storage devices are significantly different than traditional devices. Additionally, to optimally utilize PCM devices at their full capacity, it is necessary to develop an analog channel coding scheme [3, 18]. Instead of hand-designing analog channel coders for storing images on these devices – often an arduous task – we propose an adaptive autoencoder framework that accomplishes joint source-channel coding.

We find that our proposed joint source-channel coding scheme is able to achieve a rate-distortion performance that is superior to that achieved by JPEG combined with a binary channel coder. We simulated the input-output behavior of PCM using measured data from the devices. From this, our proposed network learned about the characteristics of PCMs and adapted the encoder and decoder to effectively use these devices for storing image data. Thus, in principle, our method can adapt to the statistics of a broad range of data types and memory devices, potentially even adapting to changes in device properties over time.

We believe there are several ways one could improve upon the proposed method. For the convolutional autoencoder, we noticed that there were substantial linear correlations between the outputs of the filters after the first layer. Thus, constructing a simple linear transformation to decorrelate these outputs (e.g. multiplying them by a matrix that diagonalizes their correlations) or incorporating a sparsifying nonlinearity [29] could remove additional redundancy, which should help with compression.
Additional challenges will arise when attempting to code images onto a physical PCM array. Specifically, the PCM devices in a fabricated array will likely not be completely independent, as cross-talk in the read/write process can modify their statistics. We simulated a set of uniformly behaving devices, while in reality each storage device would have somewhat different input-output characteristics. Finally, resistance drift will slowly change the properties of the PCM devices over time. Though the adaptive approach we have outlined can theoretically cope with these effects, it would require a considerable amount of retraining. More realistic extensions of the approach are possible for future work. For example, coupling the encoder/decoder to the PCM control circuitry that can adapt to chip specific statistics would likely alleviate some of the aforementioned concerns.
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