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Abstract 

 
Traditional approaches to memory characterize the number of 
distinct states achievable at a given Raw Bit Error Rate 
(RBER). Using Phase Change Memory (PCM) as an example 
analog-valued memory, we demonstrate that measuring the 
mutual information allows optimal design of read-write 
circuits to increase data storage capacity by 30%. Further, we 
show the framework can be used for energy efficient memory 
design by optimizing simulations of a 1Mb memory array to 
consume 32% less energy/bit. This work provides an 
information-theoretic framework to guide the design and 
characterization of other analog-valued emerging memory 
such as RRAM and CBRAM. 
 

Introduction 
 
The number of data generating devices connected to the 
internet is expected to grow exponentially to 20 billion by 
2020 [1]. Storing and analyzing the data deluge from this 
‘internet of things’ requires new energy-efficient and high-
density memory systems. Multi-level storage has successfully 
achieved high densities in emerging memories such as Flash, 
PCM, and RRAM, with systems realizing as many as 16 
states/cell [2, 3].  
 
Multi-level cells function by modulating an analog-valued 
property such as cell resistance or threshold voltage and 
discretizing the output. The dynamics of setting these 
properties are stochastic due to atomic kinetics and nanoscale 
fabrication variations, leading to higher RBER with 
increasing states/cell. Robust memory storage increasingly 
requires strong Error Correcting Codes (ECCs) to reach low 
(~10-15) Uncorrected Bit Error Rates (UBER) [4].  
 
The Shannon Capacity (C) of a memory cell is the theoretical 
maximum bits/device that can be robustly stored and recalled 
with the help of an ECC [5] (Fig. 1). As modern coding 
techniques such as Low-Density Parity Check (LDPC) codes 
can now approach the Shannon Capacity limit [6], and are 
employed in noisy MLC-Flash memories [7], the Shannon 
Capacity is a valuable metric to improve performance of the 
memory cell/controller/ECC system.  
 
From a Shannon perspective, storage and recall in a memory 
cell can be thought of as an input write voltage pulse 

distribution, P(V), traveling through a noisy memory channel, 
P(R|V), and resulting in an output resistance read distribution, 
P(R) (Fig. 2). Shannon showed that the capacity of such a 
channel is given by the maximum mutual information over 
the possible inputs [5]: 
 
 
 
 
 
Since P(R)= ΣV P(V)P(R|V), the capacity of a memory cell is 
determined entirely by its conditional distribution / transition 
matrix P(R|V) (Fig. 3).  
 

 
Fig. 1 (left) Capacity sets the frontier between achievable and unachievable 
rates of reliable storage with error correction. While commonly used Bose 
Ray-Chaudhuri (BCH) codes perform below the capacity limit, it can be 
approached by modern LDPC codes with large codewords (ex. 1kB) [4]. Fig. 
2 (right) Capacity can be measured by viewing information storage as 
communication through a noisy memory channel. It is determined uniquely 
by P(R|V). 
  

 
Fig. 3 Overlap of distributions reduces capacity. Capacity is optimized by 
increasing the number of input states and reducing overlap of output states. 
 
Here, we demonstrate how measuring the full conditional 
distribution P(R|V), instead of the RBER at a number of 
distinct states, enables co-optimization of device 
characteristics and memory controller design to maximize 
storage capacity (bits/device). Further, we find ECCs that 
operate without quantization, storing analog signals in analog 
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devices, intrinsically operate at the highest capacity for a 
given channel. 
 

Device Characterization 
 
For this study we performed pulsed resistance measurements 
on 100-device 1T1R PCM arrays (Fig. 4). Device fabrication 
and characterization of these arrays were previously reported 
in [8-10]. The cell is reset to high resistance states via short 
current pulses that heat the film above its melting temperature 
and quickly quench to form a resistive amorphous cap. Slow 
Joule heating above the crystallization temperature anneals 
the amorphous cap and sets the low resistance state. Multiple 
resistance levels are achieved by switching between different 
volumes of resistive amorphous and conducting crystalline 
phases [11].  

 

 
Fig. 4 100-device PCM array (~40nm BE contact diameter) (TEM (a)[8], 
(b)[9], and (c) optical  micrograph) as an example analog-valued memory.  
 
The gate voltage (VWL) on each access transistor controls the 
current flowing through the cell (Fig. 5). To ensure 
independent statistics, we apply a pulsing scheme (Fig. 6) 
where the cell is initialized to a consistent set state, before 
applying partial reset pulses to the word line (VWL) of varying 
magnitude and measuring the resulting resistance (R).  
 

 
Fig. 5 (left) Current-voltage characteristics for a representative PCM device 
and access transistor in the array (IRESET ~400µA) Fig. 6 (right) Pulsing 
scheme for partial-RESET operation. Device is SET between each partial-
RESET pulse, and R(VWL) is measured.  
 
 
 
 

After collecting 380 trials at each voltage level, we calculate 
a Gaussian kernel density estimate of the continuous 
probability density P(R|VWL) (Fig. 7). For simplicity and 
generality, time-dependent effects of PCM such as resistance 
drift are not considered here [12]. Similarly, we apply only a 
single write and read step, even though more robust storage 
has been demonstrated with read-verify schemes [3]. The 
results of this investigation can be extended to these modified 
channel models, and methods for calculating their Shannon 
capacity have been proposed [13].  
 

 
Fig. 7 Kernel density estimation of P(R|VWL) (shaded, darker is higher 
density), from PCM data over 380 trials. Means of the data at each voltage 
are represented by dots. 
 

Optimal Discretization 
 
Measuring P(R|VWL) provides a powerful tool to optimize the 
write pulse and read bin locations of an associated memory 
controller. We solve for the capacity-achieving input 
distribution by maximizing the mutual information over P(V) 
using the Blahut-Arimoto algorithm [14]. While the 
algorithm only applies to discrete distributions, we can 
approximate the capacity of analog channels by sufficiently 
discretizing P(R|V) such that the capacity is not increased by 
further discretization (ex. >2000 states).  
 
The number of nonzero values in the capacity-achieving input 
distribution is determined by the balance between using as 
many input states as possible, and reducing overlap of their 
outputs (Fig. 8). Interestingly, beyond 12 discrete inputs, no 
more states are added, as the increased overlap would create a 
net reduction in mutual information (Fig. 9). The output 
distributions for these 12 inputs partially overlap, 
demonstrating higher capacity than achievable with totally 
distinct states. The unequal input state probabilities are 
unrealistic for most applications, however, making these 
probabilities uniform only reduces the channel capacity by 
approximately 5%.  
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Fig. 8 (left) Optimal ‘analog’ input distribution P(VWL), is actually discrete 
(12 states). Corresponding output P(R|VWL) achieves the highest storage 
capacity despite moderate overlap of 12 outputs. Fig. 9 (right) Optimal input 
distributions for increasing number of allowed states. Mutual information is 
maximized by reducing overlap of outputs. Each row of dots is of the same 
type as the top graph of figure 8, with height represented by color. For 2 
inputs, they are as separate as possible. Beyond 12 discrete inputs, no more 
states are added, as the increased overlap would create a net reduction in 
mutual information. 
 
We further consider optimal discretization strategies via 
employing basin hopping search to find discrete 
inputs/outputs levels with maximum capacity [15]. 
Comparing discretization schemes between equally spaced, 
optimally spaced, and analog-valued input/outputs (Fig. 10), 
capacities are similar between schemes for low and high bit 
ADC/DACs (Fig. 11-12), as they are limited by the number 
of input states and intrinsic overlap of P(R|V) respectively. 
However, at 3-bits, the optimally spaced scheme gains 20% 
over the equally spaced case, and analog-valued outputs gain 
30% over equal spacing. Having more output states than 
input states creates ‘soft information’, grayscale belief about 
the input given the output, a practice currently used to 
increase capacity of MLC-Flash decoders that perform 
variations of belief propagation [16].  

 

 
Fig. 10 Quantization schemes for 4 inputs and outputs, drawn from P(R|V) in 
Fig. 7: equally spaced, optimally spaced, and analog-valued. The equally 
spaced example has higher probability in the outer states as there is less 
overlap of the outputs than the inner states. 

 

 
Fig. 11 (left) Higher capacity can be reached for the same number of states if 
their spacing is optimally chosen. Analog representations, such as in an 
analog artificial neural network, intrinsically have the same capacity as an 
infinite bit ADC. Fig. 12 (right) The capacity of the PCM device approaches 
the analog case for increasing numbers of input and output states. Having 
more output states than input states creates ‘soft information’, grayscale 
belief propagation values currently used in MLC-Flash for decoders. 

 
Energy Efficient Storage 

 
We calculate the energy consumption of each pulse from 
oscilloscope measurements (Fig. 13). The current is transistor 
limited, indicating that the dynamic resistance of the PCM 
devices is low and pulses are not strongly affected by 
parasitic capacitances in the 1T1R structure. Additional 
power consumed due to line losses are included in 
simulations of a 1Mb square array with 130nm wide, 1:1 
aspect ratio, Cu wires [17] (Fig. 14). We then perform 
constrained optimization to find the input distributions that 
maximize capacity per unit energy [14] (Fig. 15). Since larger 
VWL consume more energy, inputs are constrained to lower 
voltages in the efficient case (Fig. 16). Although this gives 
less separable outputs and lower capacities, there is an overall 
gain in efficiency (nJ/bit). We find an appropriate choice of 
input pulses can create a 32% reduction in energy/bit for the 
array. 
 

 
Fig. 13 (left) Current is limited by the access transistor. Current traces 
measured in oscilloscope match the predicted level (dashed) based on 
transistor transconductance from Fig. 5. Fig. 14 (right) Simulations of 
square 1Mb array, including I2R losses in the wires and CV2 losses from 
capacitive charging (dashed), and energy dissipated in the memory cell 
calculated from Fig. 5 (solid).  
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Fig. 15 Simulations of 1Mb array. While capacity (red) decreases with less 
energy due to less separable outputs, a minima exists for capacity/energy 
(yellow dashed). 

 

 
Fig. 16 The ideal input distribution for max capacity (red, 12 states) and max 
efficiency (nJ/bit) (yellow, 10 states). The efficient case is weighted towards 
lower VWL that have less current and power per pulse, but also less separable 
outputs.  
 

Conclusion 
 
We have presented an information theoretic framework for 
the characterization of analog-valued emerging memory 
devices. By measuring full device statistics, we have 
demonstrated the potential for co-optimization of memory 
device and controller design. Further, the results that analog-
valued circuits intrinsically operate at peak capacity are 
promising for analog artificial neural network designs where 
emerging memories are proposed as artificial synapses. 
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Device data and Python code for analysis are publicly 
available at https://github.com/rctn/CapacityOptimization.  
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