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ABSTRACT 

Researchers studying human and computer vision have found description and construction of these systems greatly aided 
by analysis of the statistical properties of naturally occurring scenes.  More specifically, it has been found that receptive 
fields with directional selectivity and bandwidth properties similar to mammalian visual systems are more closely 
matched to the statistics of natural scenes.  It is argued that this allows for sparse representation of the independent 
components of natural images [Olshausen and Field, Nature, 1996].  These theories have important implications for 
medical image perception.  For example, will a system that is designed to represent the independent components of 
natural scenes, where objects occlude one another and illumination is typically reflected, be appropriate for X-ray 
imaging, where features superimpose on one another and illumination is transmissive? 

In this research we begin to examine these issues by evaluating higher-order statistical properties of breast images from 
X-ray projection mammography (PM) and dedicated breast computed tomography (bCT).  We evaluate kurtosis in 
responses of octave bandwidth Gabor filters applied to PM and to coronal slices of bCT scans.  We find that kurtosis in 
PM rises and quickly saturates for filter center frequencies with an average value above 0.95.  By contrast, kurtosis in 
bCT peaks near 0.20 cyc/mm with kurtosis of approximately 2.  Our findings suggest that the human visual system may 
be tuned to represent breast tissue more effectively in bCT over a specific range of spatial frequencies. 

Keywords: Breast imaging, natural scenes, kurtosis. 
 

1. INTRODUCTION 
X-ray imaging of the breast, most commonly performed as a projection mammogram, has been the clinical standard used 
to screen asymptomatic women for early signs of breast cancer.  While it is now widely recognized that the technique is 
effective, there remains a substantial effort to improve the accuracy of the screening process.  One of the principle 
limitations of mammography is the masking properties of normal anatomy in mammography.  This general phenomenon 
has been recognized in medical imaging for many years [1-3].  More specific to mammography, research over the last 10 
years has shown masking by normal anatomy to be the limiting factor for detecting masses [3,4]. 

The work of Burgess and colleagues [4,5] has shown that anatomy in projection mammography is well modeled by a 
power-law power spectrum, with additional power at higher spatial frequencies from acquisition noise.  The power-law 
power spectrum of mammograms is consistent with a large body of literature on natural scenes [6-8].  Notably, 
exponents of power-law spectrum in mammography [4] are typically distributed around an average value of 2.8, which is 
somewhat higher than what is found for photographs of natural scenes.  Power-law analyses have been extended to other 
forms of breast imaging such as tomosynthesis [9] and dedicated breast CT [10], both of which show reduced exponents 
in the power law.  

Power spectra are inherently limited to second-order moments.  Since random Gaussian images generated with an 
identical power spectrum are easily distinguished from patient mammograms, second order moments alone do not fully 
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capture the statistics of anatomy in mammograms.  Furthermore, higher-order statistics, not captured in a power 
spectrum, are likely to aid visual tasks relative to a Gaussian assumption.  Burgess’ study [4] shows that contrast 
thresholds for mammographic backgrounds are significantly lower than a Gaussian distribution matched in power 
spectrum, and have a less steeply sloped CD diagram.  However, little is known about the statistical moments of breast 
images beyond second order.  The purpose of this work is to investigate higher-order statistical properties of breast 
images, specifically the kurtosis of linear filters applied at random locations in an image.   

The approach we take is based on methods from research in natural scene statistics, where investigators in the fields of 
visual neuroscience and computer vision are increasingly turning to higher order statistics of images to motivate models 
of the human visual system.  In the first study, we evaluate the kurtosis of octave-bandwidth Gabor filters, with response 
properties very similar to linear models of receptive fields in the early visual system.  We consider projection 
mammograms as well as coronal breast CT (bCT) images to give a sense of the differences in going from a 2D to a 3D 
imaging system.  We also derive filters from these medical images using an approach pioneered by Olshausen and Field 
[11-13], who found filter-banks resembling visual receptive fields emerged in basis sets that enforced sparse (i.e. high-
kurtosis) responses. The finding that receptive field responses have excess kurtosis suggests that these derived filters are 
more appropriate for describing the statistics of anatomy in projection mammography and bCT images [14]. 

Figure 1. Examples of breast image ROIs.  Four image ROIs taken from mammograms (A), coronal breast CT images 
(B), and segmentations of the CT images (C) are shown.  The patches are rendered approximately at their physical size.

A.  Projection Mammograms 

B.  Coronal Breast CT 

C.  Segmented Breast CT 
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2. THEORY 
2.1 Variability in breast images 

Figure 1 shows sample image patches from projections mammograms, coronal bCT images, and segmentations of the 
coronal bCT images.  The patches are rendered at approximately the same physical size in all cases.  These illustrate the 
texture of the different imaging modalities. The segmented bCT images are included in some of the analysis as an 
idealization of breast tissue absent any blurring or acquisition noise, consisting only of discrete labels for adipose and 
glandular tissue. 

Part of the rationale for looking at higher-order statistics is based on the idealized notion of source recovery [11,14].  
Here, images are thought of as a mixing of non-Gaussian sources.  In the case of breast imaging, sources could be the 
location and shape of glands, ducts, vasculature, and other anatomical structures that can be appreciated in Figure 1.  
When the imaging process additively combines (or mixes) these structures together, the central limit theorem leads to a 
Gaussian distribution in most linear filter responses.  However, filters that capture a single or small number of sources 
will retain a non-Gaussian distribution.   

2.2 Kurtosis of filter responses 

We use a measure of excess kurtosis, the ratio of the 4th-order moment to the square of the variance, to measure the 
deviation from Gaussian of the observed filter responses.   Let x be a random variable with mean μ and variance σ2.  The 
excess kurtosis is defined as 

 
( )4

4 3
x μ

γ
σ

−
= − , (1) 

where the angle brackets indicate the expected value of the random quantity inside.  The subtraction of 3 means that the 
excess kurtosis of a Gaussian will be zero.  Note that Eq. (1) is often taken as the definition of kurtosis, making no 
distinction between kurtosis and excess kurtosis.  We will use the two terms interchangeably. 

Let xk (k = 1, K) be a set of 2D filter responses for a filter [ ],f i j  (where 11, 1i N= − , and 20, 1j N= − ), acting on 

random locations within an image [ ],g i j  (where 11, 1i M= − , and 21, 1j M= − ).   The filter response, xk, for a filter 
located at position [ik,jk] within the image is given by 
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In this case, the randomness in the filter responses is a consequence of random filter locations [ ],k ki j . 

Kurtosis of the filter responses is computed by replacing the expected quantities in Eq. 1 by sample estimates.  Let x  be 
the sample average, and 2ŝ  be the sample variance, the estimated kurtosis is computed as  
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2.3 Gabor-function filters 

Gabor filters have attractive properties for use in a study of higher-order moments of images.  They are relatively well-
localized in both the spatial and spatial-frequency domains. They can also be tuned to spatial frequency, orientation, and 
bandwidth.  Gabor functions are often used as a model of receptive fields in the early visual system, implying that the 
statistics of Gabor filter outputs are relevant in early visual processing. 

We use sine-phase Gabors in this work.  The critical parameters of the Gabor are the sine-wave center-frequency, f0, and 
the width of the Gaussian envelope σ.  Note that we use isotropic envelopes, and hence x yσ σ σ= = .  The Gabor 
function is defined by 
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with translation and rotation implemented through coordinate transforms of this function.   

We will use octave bandwidth Gabor filters, which specifies a particular relationship between f0 and σ.  The bandwidth 
in octaves is defined as log2 of the ratio of the lowest frequency of the filter spectrum to the highest.  For Gabor 
functions, which have a smooth roll off, the high- and low-frequency limits are typically taken at the half-max points.  
The distance in the frequency domain from the center-frequency to the half-max point is ( )2ln 2 / 2πσ  in either 

direction.  Thus the bandwidth of the Gabor is defined as ( )2 0 0log /B f W f W= + − .  Constraining B to 1 specifies the 
envelope width as a function of the center frequency, 

 
( )
0

2 ln 2
2 f

σ
π

= . (5) 

Note that Equation 5 implies that the spatial envelope of the Gabor gets wider as the center frequency gets lower (i.e. 
smaller f0).  Figure 2 gives examples of octave bandwidth Gabor filters and shows schematically how they cover the 
frequency domain with six different angular orientations. 

2.4 Evolved filters using SparseNet 

As an alternative to specifying a functional form for the filters as in the Gabor filters, we explore filters that emerge from 
the dual considerations of representing image data and imposing that the representation be sparse [11].  Here sparsity 
means that the majority of filter responses are near zero, with a small number of filters giving high-amplitude responses.  
Olshausen and colleagues have developed software implementing an iterative approach to finding sparse basis sets.  A 
full description is beyond the scope of this proceedings paper, but details can be found publications related to the 
software [11-13].   

 

A. Gabor Filters B. Filter Supports

Figure 2.  Gabor filters.  The profiles (A) for a subset of (vertically) oriented octave-bandwidth Gabor filters with sine phase 
are shown along with a schematic illustration (B) of the 2D spectral support of the filters at all six orientations.  Note the 
increasing support size at increasing distances from the origin in the frequency plane, which results in octave bandwidth 
across frequencies.
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are shown along with a schematic illustration (B) of the 2D spectral support of the filters at all six orientations.  Note the 
increasing support size at increasing distances from the origin in the frequency plane, which results in octave bandwidth 
across frequencies.
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3. MATERIALS AND METHODS 
3.1 Sources of images 

For projection mammography, we had access to a large set of projection mammograms that had been digitized from film.  
Some of these scans were originally used to investigate breast density by Boone and colleagues [15].  For consistency, 
only images made from digitized film of normal left breasts in the cranio-caudal view were used.  Of these, we 
subselected 79 images based on the size of the interior region, as defined by the manual procedure described below.  
Only scans with at least 80 cm2 of interior region were used in the analysis.  The films were digitized at a resolution of 
50 μm, and then downsampled to 250 μm (additional downsampling was used in the Boone et al. publication [15]).  
Output of the digitizer was converted to exposure by use of a calibrated lookup table, and then log-transformed to form 
an estimate of integrated attenuation through the compressed breast. 

A total of 44 three-dimensional bCT images of the left breast were obtained from a dedicated cone-beam scanner 
developed by Boone and colleagues [16-18].  The image data used in this study was described more fully in a recent 
publication [10].  For each scan, 500 projection images were obtained at 80 kVp with a variable mAs set to match the 
dose of a two view mammogram of the same breast [17]. These images were acquired around the breast for 360o 
coverage with some excess angular coverage used as a safeguard in the event of patient motion.  Three-dimensional 
images were reconstructed by filtered backprojection with a Shepp-Logan filter [19, 20].  Transaxial (coronal) images 
encompassed 512 by 512 pixels, with a section thickness of 0.21 mm.  The sixe of pixels in the coronal images varied 
across patients with an average of 0.34mm (range: 0.23mm to .41mm; coefficient of variation 11.3%). 

Segmented breast CT images were generated using an algorithm developed specifically for bCT data [21, 22].  The 
algorithm segments the scan into 4 categories: air (0), skin (4), adipose (1), glandular tissue (2).  The interior of the 
breast is therefore defined up to the accuracy of the segmentation algorithm by categories 1 and 2.  

Figure 3. Region of interest (ROI) sampling of images.  Location of 50 ROIs in projection mammograms (A) and coronal 
breast CT images (B).  ROIs are confined to the interior of the breast by a manually drawn border in the case of 
mammograms and by use of the segmented image in the case of breast CT.  Note that the ROIs in breast CT are also 
randomly located in depth and projected onto a single image for visualization.

A.  Mammogram Sampling B.  Breast CT Sampling (projected onto single plane)

Figure 3. Region of interest (ROI) sampling of images.  Location of 50 ROIs in projection mammograms (A) and coronal 
breast CT images (B).  ROIs are confined to the interior of the breast by a manually drawn border in the case of 
mammograms and by use of the segmented image in the case of breast CT.  Note that the ROIs in breast CT are also 
randomly located in depth and projected onto a single image for visualization.

A.  Mammogram Sampling B.  Breast CT Sampling (projected onto single plane)
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3.2 Sampling of ROIs    

In this work we consider the kurtosis of spatial samples from within a single image.  Kurtosis is then averaged across 
multiple images.  For both projection mammography and bCT images, regions of interest (ROIs) are selected from 
within the images.  Figure 3 shows the process graphically.  In the projection mammograms, the interior of the breast is 
determined manually by selecting a boundary, and making sure that ROIs are entirely contained inside this area.  A total 
of 50 ROIs at 160 pixels (4.0cm) on a side were sampled randomly from within the interior of each breast.  One example 
of the boundary and location of extracted ROIs is seen in Figure 3A.   

For bCT images (and segmented bCT images), the axial range of each 3D image was selected manually to avoid areas of 
chest wall and narrowing of the breast towards the nipple.  There were on average 162 coronal images in the axial range 
(coefficient of variation 28%) corresponding to an average length of 4.1cm.  A total of 50 ROIs were chosen randomly 
across the axial range and located randomly within the interior of the breast, subject to a check of the segmented images 
to make sure they had only adipose and glandular segmentation categories (i.e. no air or skin).  Each ROI was 128 pixels 
on a side (4.4cm on average).  When an ROI was selected, it was extracted from both the bCT image, and the segmented 
image.  Figure 3B shows the location of coronal ROIs – selected throughout the 3D axial range – on the coronal image 
closest to the chest wall. 

3.3 Computation of SparseNet basis functions 

The SparseNet basis functions were obtained by running the SparseNet software [11] on the ROI samples of projection 
mammograms or bCT images.  A single 256 by 256 pixel interior ROI was taken from each of 250 projection 
mammograms from our database and used to generate image patches for the SparseNet program.  The 50 ROIs from 40 
bCT scans (a total of 2000 ROIs) were used to generate bCT image patches. 

Because of the computational requirements of the SparseNet program, the ROIs were low pass filtered and downsampled 
by a factor of 2, and image patches were restricted to randomly selected 20 by 20 pixel subregions.  These image patches 
were then whitened by projection onto the first 300 principle components of a large set of patches and then division by 
the standard deviation of each component.  Basis functions were initialized with white noise, and then updated via a 
stochastic gradient descent algorithm.  For display purposes, the basis functions were mapped back into the pixel domain 
via the inverse of the whitening procedure described above.  The kurtosis of these basis functions was evaluated by 
computing responses on the same ROIs as the Gabor filters after upsampling to the original pixel size.  Note that for 
these purposes, the pixel size of the bCT images was assumed to be the average value of 0.34mm. 

4. RESULTS AND DISCUSSION  
4.1 Kurtosis of Gabor Filters 

Kurtosis results for Gabor filters are shown in Figure 4.  Here we have plotted excess kurtosis as defined in Eq. 3 as a 
function of the center frequency of the octave-bandwidth Gabor filter.  Results are plotted for projection mammograms, 
coronal bCT images, and for binary segmentations of the bCT images.  Mammograms generally show increasing 
kurtosis with increasing spatial frequency. Above 0.50 cyc/mm kurtosis appears to saturate at values near 1. The coronal 
bCT images show a strong peak in kurtosis at lower frequencies near 0.18 cyc/mm, where observed kurtosis gets as high 
as 2.07 before decaying to zero.  Kurtosis for the segmented bCT images is near the values observed for bCT at the 
lowest spatial frequencies.  However the segmented bCT images continue to increase monotonically at higher spatial 
frequencies. 

Comparing the segmented and non-segmented bCT kurtosis results using a paired comparison t-test finds significant 
differences (df = 43, two-sided, p < 0.05) at the two lowest frequencies and the three highest frequencies tested.  At low 
spatial frequencies, the bCT images have higher kurtosis than the segmentations.  This may be due to properties of the 
segmentation algorithm or possibly to cupping artifacts in some of the bCT scans.  At high spatial frequencies kurtosis of 
the segmentations consistently increases while that of the bCT images returns to zero.  This suggests that image noise, 
which should have little excess kurtosis, begins to dominate the bCT signal at these frequencies.  The idealized sharp 
edges of the segmentations continue to produce kurtosis in the responses of high-frequency filters in the absence of 
image noise or limited resolution. 

Comparing the kurtosis of the coronal bCT images to the projection mammograms, we find significant differences in 
two-sample unequal variance t-test (df = 121, two-sided, p < 0.05) at the four lowest and two highest spatial frequencies.  
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At high spatial frequencies kurtosis is higher in projection 
mammography images suggesting that the lower noise and 
higher resolution of the images capture non-Gaussian 
properties of the tissue somewhat more effectively.  At 
spatial frequencies below approximately 0.25 cyc/mm, the 
bCT image kurtosis is higher, which by the same logic 
suggests that these images more effectively capture the 
non-Gaussian properties of breast tissue.  If this logic 
holds, then we night expect better performance in 
detecting abnormalities in the frequencies with higher 
kurtosis.  This would predict better performance detecting 
fine structure such as microcalcifications using projection 
mammography, and better performance detecting gross 
structural abnormalities such as masses using bCT. 

4.2 SparseNet Basis Functions 

Figure 5 shows some of the basis functions found using 
the SparseNet software on the mammography and bCT 
image sets.  The basis functions are ordered by 
considering each basis function as a filter, and ordering 
them by the kurtosis obtained in the projection 
mammography or bCT image data sets.  Figure 5A shows 
the first 100 of 600 total basis functions for each set.  The 
mammography basis functions appear to be mostly Gabor-
like, but they appear to be highly elongated in the 
direction orthogonal to the oscillation.  This suggests that 
they are well suited to represent long narrow linear 
features in the images, such as Cooper’s ligaments or 
other fibrous tissue. 

Figure 5B shows the basis functions derived from coronal bCT images.  The initial 70 or so most kurtotic of these basis 
functions tend to resemble Gabor filters, but subsequent less kurtotic basis functions (including nearly all of the 500 
basis functions not shown) lose the appearance of any compact spatial structure.   The Gabor-like basis functions appear 
to be tuned to lower spatial frequencies than the mammography basis functions (more on this topic below), and they are 
not as elongated in the orthogonal direction.  The unstructured basis functions mostly have the appearance of bandpass 
noise. 

To compare with the results using Gabor filters, we need to assign a spatial frequency to the SparseNet-derived filters.  
We accomplish this by computing the power spectrum of each filter, and then averaging the power as a function of the 
radial distance to the origin within bins whose size is determined by the frequency sampling.  The highest average 
frequency is then assigned as the center frequency of the filter.  Figure 6 shows this process. 

Figure 7 shows a plot of center frequency and kurtosis that is similar in character to Figure 4 describing Gabor-filter 
results.  Plotted are the center frequency and kurtosis of the 20 basis functions with the highest kurtosis in each group.   
The mammography basis functions are spread around an average center frequency of 0.47 cyc/mm with an average 
kurtosis of 1.18.  By contrast, bCT basis functions are clustered more tightly about an average center frequency of 0.16 
cyc/mm with an average kurtosis of 1.74.  The high kurtosis of the top 20 basis functions of the bCT images relative to 
the mammography basis functions holds only at the highest kurtosis.  For example, the median kurtosis across all 600 
basis functions for bCT images is -0.15 while the median across the mammography basis functions in 0.52.   

These results, along with the Gabor-filter results, provide convergent evidence that breast CT images are capturing non-
Gaussian features of breast tissue at lower spatial frequencies, while the mammography is more effective at capturing 
non-Gaussian tissue properties at higher spatial frequencies.    

Figure 4.  Spatial Frequency Dependence of Kurtosis.  Excess 
kurtosis for coronal breast CT images (bCT), segmented bCT
images (Seg.) and projection mammograms (Mammo) are 
plotted as a function of the center frequency of Gabor patches. 
Excess kurtosis is computed across 50 ROIs drawn at random 
from within a case, and then averaged across 6 orientations.  
Error bars represent ±1 se  across cases.
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5. CONCLUSIONS  
We find excess kurtosis across a broad range of spatial frequencies in both projection mammography and coronal bCT 
images.  While the average kurtosis values we find are somewhat less than those reported for calibrated photographs of 
the world (i.e. “natural scenes”), they nonetheless represent a significant departure from Gaussian statistics.  The work of 
Burgess and others have shown that the power spectrum of breast anatomy in diagnostic images is well described by a 

A. Mammograms B. Coronal Breast CT

Figure 5. Sparse Basis Functions.  Results of the sparse basis optimization procedure for the mammogram data set (A) and 
bCT data set (B). The 100 most kurtotic basis functions (600 total) are ordered (left to right, top to bottom) by decreasing 
kurtosis.  Note that the 20 by 20 pixel ROIs represent different physical sizes (10.0mm mammography; 13.7mm bCT). 
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kurtosis.  Note that the 20 by 20 pixel ROIs represent different physical sizes (10.0mm mammography; 13.7mm bCT). 
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power law [4, 10].  Our findings show quantitatively that 
higher-order statistics – not captured in a power spectrum 
– are present and distributed across spatial frequencies in 
a manner dependent on the imaging modality. 

For projection mammograms, the kurtosis of octave-
bandwidth Gabor filters increases with spatial frequency 
to approximately 0.5 cyc/mm, where it saturates at 
observed values of 0.94 to 0.95.  The coronal bCT images 
exhibit a peak at in kurtosis at 0.18 cyc/mm where an 
average kurtosis of 2.1 is observed.  In addition to using 
octave bandwidth Gabor functions, we have used the 
SparseNet approach to investigate the form of filters that 
emerge naturally from the different types of images.  
SparseNet optimizes an over-complete set of basis 
functions used to represent the images under a penalty 
that rewards sparse representations.  A spatial-frequency 
and kurtosis analysis of the SparseNet basis functions for 
projection mammograms and coronal bCT images is 
qualitatively similar to the results with Gabor function.  
Basis functions derived from projection mammograms 
cover a broad range of center frequencies about the 
average of 0.47 cyc/mm, while the basis functions derived 
from bCT images are confined to low spatial frequencies 
with an average of 0.18 cyc/mm. The average kurtosis of 
the basis functions is roughly in accordance with the Gabor functions as well. 

These results suggest that at lower frequencies, roughly the scale of a mass, the linear filters applied to bCT images more 
directly access the non-Gaussian sources of variability in the tissue than in standard projection mammograms.  However, 
it remains to be seen if this will translate into a more accurate diagnosis of an abnormal mass. 
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