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Abstract

Neurons in primary auditory cortex (A1) tend to respond more strongly to sound sources
located contralateral to the recorded neuron compared to ipsilateral sources, but the
synaptic mechanisms underlying this asymmetry are largely unknown. We have used in
vivo, whole-cell patch clamp methods to directly measure the timecourses of excitatory
and inhibitory synaptic drive to individual A1 neurons in anesthetized rats in response to
free-field acoustic stimulation from ipsilateral and contralateral sound sources. We find
that both excitatory and inhibitory synaptic conductances tend to exhibit greater peak
values and shorter latencies in response to contralateral sources compared to
responses to ipsilateral sources. We also observe steeper rising phases of the
excitatory conductance changes in response to contralateral sounds, but no significant
difference for inhibitory conductance changes. Moreover, in response to free-field
acoustic stimulation from a given location, the relative magnitudes of excitation and
inhibition are approximately sound intensity-invariant, though the ratio of excitatory and

inhibitory input can depend somewhat on sound source location. Our results are broadly
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consistent with the simple model that both contralateral and ipsilateral sound sources
typically elicit stereotyped synaptic responses with inhibition following excitation by a
short delay and an approximately fixed ratio of peak excitatory and inhibitory

amplitudes, such that the responsiveness of the neuron to different sound intensities

and locations is governed by the overall scaling of the total peak conductance.

Introduction

A longstanding goal in auditory research is to uncover the mechanisms underlying
auditory-evoked spiking activity in primary auditory cortex (A1). Understanding the role
played by synaptic inhibition is central to this goal. In particular, because the
thalamocortical projection is purely excitatory, inhibitory input to A1 neurons necessarily
involves a cortical component. Intriguingly, excitation and inhibition typically exhibit
nearly identical spectral tuning in A1 (Wehr and Zador, 2003; Zhang et al., 2003; Tan et
al., 2004; Wu et al., 2006; Wu et al., 2008) in response to sounds originating from
sources contralateral to the recorded neuron, but it is not known what role cortical

inhibition might play in shaping spatial sensitivity of A1 neurons.

Primarily through lesion studies, it is known that A1 is necessary for sound source
localization, particularly along the horizontal plane ((Sanchez-Longo and Forster, 1958;
Klingon and Bontecou, 1966; Heffner and Masterton, 1975; Jenkins and Masterton,
1982; Jenkins and Merzenich, 1984; Kavanagh and Kelly, 1987; Talwar et al., 2001;
Nodal et al., 2010); c.f. (Kelly, 1980)). Consistent with this, neurons in A1 often exhibit
preferences for some patterns of binaural stimulation over others (King et al., 2007).

Specifically, most A1 neurons respond preferentially to sounds originating from sources
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contralateral to the neuron, and to dichotic stimulation that is louder at the contralateral
ear. Response strength for neurons with a preference for lateralized stimulation is
typically monotonic in azimuth (Middlebrooks and Pettigrew, 1981; Werner-Reiss and
Groh, 2008; Bizley et al., 2009), though some neurons are tuned to intermediate values
(Middlebrooks and Pettigrew, 1981; Schnupp et al., 2001). One study of subthreshold
responses (Chadderton et al., 2009) found shorter latencies for post-synaptic potentials
(PSPs) in response to contralateral sounds, and larger peak amplitudes for preferred
locations, but this left open the question of whether this reflected changes in excitatory

or inhibitory synaptic drive or some combination.

Most neurons in the ventral division of the medial geniculate body of the auditory
thalamus (MGBv; the major thalamic source of excitatory input to A1) also exhibit a
preference for contralateral stimulation (Clarey et al., 1995). This led us to wonder
whether spatial sensitivity in A1 might be inherited from thalamocortical projections in a
straightforward way. Using in vivo whole-cell patch clamp methods (DeWeese and
Zador, 2004, 2006; DeWeese, 2007), we have recorded post-synaptic currents at
multiple holding potentials in A1 of the anesthetized rat, allowing us to directly measure
the timecourses of excitatory and inhibitory synaptic conductances of individual neurons
(Borg-Graham et al., 1998; Hirsch et al., 1998; Anderson et al., 2000; Wehr and Zador,
2003; Wu et al., 2008; Sun and Dan, 2009; Dorrn et al., 2010) in response to white-

noise bursts originating from either side of the subject’s head.

We find that both excitation and inhibition exhibit greater peak values and shorter
latencies in response to contralateral sources. Relative latencies and magnitudes of

excitation and inhibition are roughly invariant to stimulus intensity and sound source
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location, suggesting that the magnitude of the total conductance change largely dictates

spatial sensitivity in A1.

Materials and Methods

Surgery

All experimental procedures were performed in accordance with National Institutes of
Health guidelines and approved by the Animal Care and Use Committee at University of
California, Berkeley. We followed a surgical procedure similar to those described in
detail elsewhere (DeWeese et al., 2003; DeWeese and Zador, 2004, 2006; DeWeese,
2007). Adult (postnatal day 40-60), male, Long-Evans rats were first anesthetized with
ketamine (90 mg/kg) and xylazine (10 mg/kg). After the animal was deeply anesthetized,
it was placed in a custom naso-orbital restraint that left the ears free and clear.
Lidocaine was applied to the muscles and skin of surgical areas prior to incisions. A
cisternal drain was performed. After removing a section of temporomandibular muscle,
a small craniotomy (maximum size of 1.0 mm x 1.0 mm) and durotomy were performed
over the left (primary) auditory cortex. The position of the craniotomy was determined
by its distance from bregma (4.5 mm posterior and 4 mm lateral), and its relationship to
other bone sutures. The presence of clear auditory local field potentials was further
used as physiological criteria to confirm the location of the auditory cortex. Based on
the anatomical landmarks and physiological features of the recorded sound-evoked
response we expect that the neurons recorded in this study were in the primary auditory

cortex.
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Prior to the introduction of electrodes, the cortex was covered with physiological buffer
(in mM: NaCl, 127; Na,CO3, 25; NaH,POQOy4, 1.25; KClI, 2.5; MgCl,, 1; glucose, 25) mixed
with 1.5% agar. Body temperature was monitored rectally and maintained at 35°C —
37°C using a feedback controlled blanket (Harvard Apparatus). Breathing and response
to noxious stimuli were monitored throughout the experiment, and respiration was
monitored with a chest-mounted piezoelectric strap; supplemental doses of ketamine

were provided as needed based on these indicators.

Sound Stimuli

All experiments were conducted in a double-walled sound booth (Industrial Acoustics
Company). Binaural free-field stimuli were presented using a computer (custom built
PC running Microsoft Windows XP) connected to an amplifier (Tucker Davis
Technologies), which drove two calibrated speakers (Super Tweeter, Radio Shack)
located 7.5 cm lateral to, and facing, the ipsilateral (left) and contralateral (right) ears,
respectively. Calibration was performed with a microphone (Briuel & Kjaer 4138
microphone with 2670 preamplifier) positioned at the location of the ear that would have
been facing the speaker being calibrated had the rat been present. Our stimuli
consisted of 100 ms duration, band-pass (2kHz to 50kHz) white-noise bursts presented
in a random sequence from a range of 30 to 90 dB SPL with increments of 10 dB SPL.
Each unique stimulus was presented 10 times from each of the two speakers, for a total
of 10x7x2 = 140 stimulus presentations per full cycle. Onsets and terminations of each
noise burst followed an envelope described by 3 msec 0% — 100% cosine-squared

ramps. Each of the seven intensities was presented from each speaker one time in
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each of the 10 consecutive blocks of 14 stimuli, and each block followed a different

pseudorandom sequence.

Stimulus delivery and data acquisition were achieved by two computers, a “master”
computer (a custom built PC running Microsoft Windows) that controlled a “slave”
computer (a custom built PC running Linux) that performed real-time control. The
master computer ran a data acquisition program that was a slightly modified version of
ExperSolo, a computer program written in the Matlab programming language by Tomas
Hromadka, which built on earlier software written by Anthony Zador, Zachary Mainen,
and Carlos Brody. The slave computer performed real-time control of the stimulus
delivery using a computer program written by Calin Culianu in the C++ programming

language.

Electrophysiology

Following methods described in detail elsewhere (DeWeese et al., 2003; DeWeese and
Zador, 2004, 2006; DeWeese, 2007), we used standard in vivo blind whole-cell patch
clamp recording methods (Ferster and Jagadeesh, 1992; Metherate and Ashe, 1993;
Nelson et al., 1994; Hirsch et al., 1995; Covey et al., 1996; Gray and McCormick, 1996;
Azouz et al., 1997; Moore and Nelson, 1998; Bringuier et al., 1999; Zhu and Connors,
1999a, b; Freeman et al., 2002; Margrie et al., 2002; Cang and Isaacson, 2003; Wehr
and Zador, 2003; Zhang et al., 2003; Bureau et al., 2004; Manns et al., 2004; Tan et al.,
2004; Zhu and Zhu, 2004, Las et al., 2005; Wehr and Zador, 2005; Meliza and Dan,

2006; Wu et al., 2006; Froemke et al., 2007; Liu et al., 2007; Tan et al., 2007;
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Houweling and Brecht, 2008; Okun and Lampl, 2008; Priebe, 2008; Scholl et al., 2008;

Scholl and Wehr, 2008; Wu et al., 2008; Gao et al., 2009).

Whole-cell recordings were performed using a 200B Axopatch amplifier (Axon
Instruments), using patch pipettes (3—5 MQ) filled with (in mM) 130 cesium gluconate, 5
NaCl, 10 HEPES, 0.2 EGTA, 12 phosphocreatine, 3 Mg-ATP, and 0.2 Na-GTP, 2 QX-
314, (7.25 pH; 290-300 mOsm). Series resistance for whole-cell recording was <50
MQ and continuously monitored. Cells in which series resistance changed by >10%
were excluded. Cells from layer 1 to layer 6 were targeted based on the z-axis readout
of an MP-285 micromanipulator (Sutter). The search for neurons was conducted solely
based on pipette's resistance and not on spiking activity. LFPs were recorded using
either a patch pipette (0.5-1 MQ) filled with NaCl 1 M or a tungsten electrode (FHC)

positioned in layer 2/3 ~ 0.5-0.8 mm anterior to the patch electrode recording site.

30 neurons (from 16 animals) passed our criteria for inclusion in our analysis: we
required that at least two stable recordings were obtained at different holding potentials,
each lasting at least as long as one half cycle of the stimulus protocol, which included 5
presentations of each of the unique stimuli (i.e., stimuli with unique speaker—intensity
pairs). In addition, resting potentials had to be below -50 mV (uncorrected for liquid
junction potential); the range of uncorrected membrane potential readings for the
neurons included in our analysis was -77 mV < V,, <-54 mV. For our internal solution
and recording conditions, we estimate that the liquid junction potential was

approximately -10 mV for our recordings.
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Measuring timecourses of excitatory and inhibitory conductances with whole-cell
patch clamp recording

To measure the timecourses of both excitatory and inhibitory conductances of individual
A1 neurons in intact animals, we must 1) have access to the subthreshold activity inside
the neuron, 2) prevent nonlinearities such as voltage gated channels in the cell
membrane from obscuring the underlying conductance changes, and 3) obtain at least
two independent measurements of electrical activity inside the neuron at every time
point. In vivo whole-cell recording in voltage-clamp mode satisfies all three of these
requirements and has been used successfully to measure synaptic conductances, first
in visual cortex (Borg-Graham et al., 1998) and more recently in auditory cortex (Wehr
and Zador, 2003; Zhang et al., 2003; Tan et al., 2004; Wehr and Zador, 2005; Wu et al.,
2006; Liu et al., 2007; Wu et al., 2008) (see also (Hirsch et al., 1998; Anderson et al.,
2000; Ojima and Murakami, 2002; Las et al., 2005)). Much of this section follows the

discussion in the Supplementary Information for (Wehr and Zador, 2003).

The basic analysis is as follows. Under voltage clamp conditions, the total current

recorded at the soma is:

Is(t) = ge(t) (Vh- Ee) + git) (V- Ei) + gin (Vi - Erest), (1)

where [(f) is the current measured at the soma at time t (measured with respect to
stimulus onset) under voltage clamp at the holding potential V},; ge(f) and gi(t) are,
respectively, the time-varying excitatory and inhibitory synaptic conductance changes
triggered by the stimulus; E. and E; are, respectively, the corresponding synaptic driving

forces; and g and E. are the input conductance and resting potential in the absence
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of stimulus-locked synaptic input. In a typical experiment, the excitatory and inhibitory
driving forces are given by the Nernst equation, (E. = 0 mV and E; = -85 mV, both
uncorrected for junction potential, under our conditions); the holding potential V,, is
under our control; the resting input conductance g,y and the resting membrane potential
E.st are measured using voltage steps delivered during silent periods, and the time-
varying current /(f) is measured continuously. This equation assumes an isopotential
neuron, and thus neglects the effect of dendritic structure, and it neglects nonlinear
(voltage-dependent) conductances as well. The effect of such nonlinearities can be
minimized by recording under electrical or pharmacological conditions that block many

of these conductances.

Eq. (1) has two unknowns, g¢(f) and g(t), at each point in time, which we can estimate
by making separate measurements, /4(t) and /5(t), under two different holding potentials
Vs and V,, and then solving for ge(t) and gi(t) in the pair of coupled equations resulting
from plugging these quantities into Eq. (1). Thus, any pair of current measurements
obtained at two different holding potentials generates an estimate for the contributions
of the excitatory and inhibitory conductance changes. In practice, we perform linear
regression on the data points we have for the set of unique holding potentials to
estimate the slope G, and intercept /, of the idealized linear fit to the current-voltage

relation (Fig. 2B),

Is(t) = Go(t) Vs - Ioft), (2)

where /(f) is the observed current at time t; Vs is the holding potential at the soma; G(t)

is the best fit of the total conductance at each point in time, representing the sum of the
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actual underlying conductances, Gy(f) = ge(t) + gi(t) + giv; and Io(f) is the best fit value at
the intercept of the current-axis, representing the weighted sum of the actual reversal

potentials, Io(f) = ge(t) Ee + git) E; +Qin Erest.

The analysis outlined in Egs. (1,2) yields the exact timecourse for the underlying
excitatory and inhibitory conductance changes only under ideal conditions, when all the
assumptions of the derivation are met. Generally, the assumptions behind Eq. (1) will
not be met exactly (which is also generally the case for in vitro recordings), so the

estimated conductance changes might be inaccurate.

The two most significant sources of error are voltage-dependent conductances (Reyes,
2001), and escape from subsynaptic voltage clamp due to cable attenuation (so-called
“space-clamp” artifacts (Brown et al., 1992; Claiborne et al., 1992; Spruston et al., 1993;
Zador et al., 1995; Mainen et al., 1996; Williams and Mitchell, 2008)). We used a Cs-
based internal solution and the lidocaine derivative QX-314 in our recording pipette to
minimize the first source of error, but even when voltage-dependent effects cannot be
prevented, they can still be detected as a deviation from linearity of the synaptic I-V
relation (Eq. (2); Fig. 2B). Linearity of the synaptic |-V relation provides an internal
control for voltage-gated conductances but not for attenuation and saturation effects,
but one can estimate the sign and magnitude of typical errors. However, in the absence
of voltage-dependent conductances, the synaptic current recorded under voltage clamp
is still a linear function of somatic holding potential even when there is imperfect control
of the subsynaptic membrane. By contrast, the recorded current is a sublinear function
of synaptic conductance, due to the well-known saturation effect arising from decreased

driving force — as current enters the dendrite, the membrane potential close to the
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synapse is momentarily pushed towards the reversal potential of the particular species
of ion comprising the current. Thus, the linearity of the synaptic /-V relation provides an
internal control for voltage-gated conductances but not for attenuation and saturation

effects.

Space-clamp artifacts cannot always be avoided, but we can estimate the sign and
magnitude of typical errors. Consider a synaptic conductance change ge(f) at the
dendritic location of the excitatory synapse, and the resulting somatic /¢(t) recorded at
the soma while clamping the soma to V. The potential change at the dendrite is only a
fraction of the voltage difference between rest and the somatic holding potential, so the
steady state voltage at the synapse, V,, prior to synaptic activation, is Vo = A V;, where
we have defined the voltage attenuation factor 0 < A < 1, which is a constant
determined by the electrotonic structure of the neuron. For synapses on the soma A =
1, whereas A can be much smaller for a distal synapse on a “leaky” dendrite. If we

neglect saturation effects, it can be shown (Koch et al., 1982; Zador et al., 1995) that
Is= (Ge A2) Vs — A E¢ Ge, (3)

which relates the measured somatic current /s to the (unknown) electrotonic structure of
the neuron. Comparison with Eq. (2) shows that G, is underestimated by a factor A —
one factor of A comes from the loss of current as it travels from the synapse to the
soma, and the other factor of A reflects our inability to perfectly clamp the subsynaptic
membrane to our desired holding potential. Estimates of A for cortical neurons (Zador et
al., 1995) based on morphology indicate that A is typically above 0.7, and can be as

high as 0.95 for proximal synapses, indicating that under these conditions G, will be
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underestimated by a factor of (0.77?) at most, so in the absence of saturation effects our

estimate is within a factor of two of the correct value.

Moreover, since our ultimate goal is to understand how synaptic input shapes the
spiking response of the neuron, only one of those two factors of A represents a true
“error” for our purposes — namely, the factor arising from our inability to clamp the
subsynaptic membrane to our desired steady-state holding potential. In fact, even the
saturation effects we neglected in our calculation are best left ignored since they, too,
represent a true inability of electrotonically distant synapses to affect spike production in

or near the soma.

Eq. (3) shows that, like Gs, Es is also in error. A more detailed analysis ((Spruston et al.,
1993); see also Supplementary Information for (Wehr and Zador, 2003)) shows that the
error in our estimate of the neuron’s reversal potential results in a bias in the
decomposition into excitatory and inhibitory conductances, such that we will
overestimate the relative contribution from excitatory synapses for roughly balanced
levels of excitation and inhibition. However if inhibitory synapses are more proximally
distributed than excitatory synapses, as is typical for many cortical neurons, this will
cause us to underestimate the excitatory contribution more than the inhibitory input due
to differences in the voltage attenuation factor A discussed above. Fortunately, these
sources of error would tend to counteract one another given reasonable assumptions

about neuronal morphology and synaptic distribution.

The preceding analysis implies that most errors in our conductance measurements will

be underestimates, and that the magnitude of our errors will likely be under 30% in most
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cases, though it is worth noting that some empirical measurements of measured current
at the soma in response to injected current at a range of locations in the dendrites have
demonstrated larger errors in estimated conductance changes (Williams and Mitchell,
2008). More importantly, although we cannot be confident about the absolute
magnitude of synaptic conductance changes, we have designed our experiments to rely
only on the relative differences between these changes as stimulus parameters are

varied.

Finally, we will point out that some of our analyses depend on the relative timing of the
onset of the excitatory and inhibitory synaptic input, rather than the amplitude of the
conductance changes. Fortunately, the timing of abrupt changes in either the excitatory
or inhibitory synaptic conductance is less susceptible to errors described above than

measurements of the absolute amplitude.

Peak and latency analyses

We defined the peak (excitatory or inhibitory) conductance as the maximum value of the
trial-averaged conductance timecourse in a 60 msec window following the stimulus
onset, minus the average conductance during the 50 msec preceding stimulus onset.
We determined the latency of the onset of the stimulus-evoked conductance change by
first fitting a straight line to the two points on the rising conductance that reached 10%
and 90% of the peak value relative to the baseline conductance level. We defined the
onset latency of the conductance change as the delay from stimulus onset to the point
where the linear fit to the rising conductance crossed the baseline value. Peak and
latency values were not included in our analysis for conductance timecourses that did

not achieve a peak within 60 msec following stimulus onset (e.g., if the conductance
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decreased during this time period relative to pre-stimulus baseline, or if the conductance
rose monotonically so that the maximum value for the entire interval was achieved at
the termination of the 60 msec time window). Group comparisons were made using the
two-tailed Wilcoxon signed rank test, unless otherwise noted. Significance was set at p

< 0.05.

Results

Measuring timecourses of excitatory and inhibitory synaptic conductances

Our goal is to determine the mechanisms underlying spatial selectivity in A1. Even at
the level of spiking responses, binaural responses cannot be reliably inferred from
measurements of monaural responses alone (Zhang et al., 2004). Moreover, it is worth
making explicit that binaural extracellular spiking records alone cannot determine which
of the possible synaptic input patterns is responsible for an observed change in
responsiveness. Fig. 1 illustrates this point with simple cartoons of several candidate
mechanisms underlying differences in firing probability. The hypothetical neuron
represented in the figure responds with high probability to contralateral sounds (Fig. 1A,
right) but infrequently to ipsilateral sounds (Fig. 1A, left), as is typical for A1 neurons.
Four candidate mechanisms that could each underlie this stimulus preference are
illustrated: a difference in the amplitude of excitation alone (Fig. 1B); a difference in the
amplitude of inhibition alone (Fig. 1C); comodulation of the amplitudes of excitatory and
inhibitory synaptic inputs (Fig. 1D); and a difference in the relative timing of the onsets
of excitation and inhibition with no change in the amplitudes of either excitation or
inhibition (Fig. 1E). Of course, there are many other possibilities, such as combinations

of these specific mechanisms. Thus, many patterns of synaptic input to the neuron can
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give rise to the same stimulus preference as measured at the level of the spiking output

of the neuron.

In order to measure the timecourses of synaptic excitatory and inhibitory drive to A1
neurons in the intact animal, we used in vivo whole-cell patch clamp methods
(DeWeese and Zador, 2004, 2006; DeWeese, 2007) to recorded postsynaptic currents
in voltage-clamp mode (see Materials and Methods). Fig. 2A shows three current traces
from an in vivo whole-cell voltage clamp recording of an A1 neuron. Each trace is an
average of 250 trials during which the same white noise burst was presented. Each of
the three traces corresponds to a different holding potential of the electrode, and the
current that is plotted is the amount needed to maintain this potential throughout the
trial. Fig. 2B demonstrates the near perfect linearity of the current-voltage relation for
this recording, indicating that nonlinearities in the neuron, such as voltage-gated
channels not sufficiently blocked by QX-314 or Cesium ions, did not distort our
measurement of the timecourse of synaptic input (see Materials and Methods). Fig. 2C
presents the resulting estimates for the full timecourse of total conductance (black line;
gsyn) and the individual excitatory (green; ge) and inhibitory (red, g;) conductances
obtained using the procedure outlined above. Note that both excitation and inhibition
start off flat and then rise abruptly at a latency of just under 20 msec following the onset
of the stimulus (blue line), before decaying back down to their original steady state

values.

Peak conductance is greater in response to contralateral sound sources for both

excitation and inhibition
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The example neuron shown in Fig. 3 exhibited a pattern of excitatory and inhibitory
synaptic conductance changes that was in broad agreement with the cartoon shown in
Fig. 1D: both the excitatory and inhibitory drive to the neuron tended to be larger in

response to contralateral sound sources for most stimulus intensities tested.

This was in fact the case across our population of recorded neurons. The scatter plot in
Fig. 4A exhibits a clear trend for both excitatory and inhibitory conductances — in each
case, peak conductance values were typically larger in response to contralateral sounds
compared to ipsilateral sounds of the same intensity (excitation: p = 2.1x107%; inhibition:
p = 1.7x107"%; all p values reported here are for the two-tailed Wilcoxon signed rank
test.). This trend was also evident across the population when we restricted our analysis
to responses to the loudest sounds we tested (Fig. 4B; excitation: p = 2.3x10%;
inhibition: p = 0.0098). Thus, across the population, both synaptic excitation and
inhibition to individual A1 neurons exhibited the same contralateral preference as typical
spiking responses in A1 and in the ventral division of the medial geniculate body
(MGBV), the major thalamic source of excitatory input to A1 (the “lemniscal pathway”

(Hu et al., 1994)).

Onset latencies are shorter in response to contralateral sound sources for both
excitation and inhibition

As one might expect given the stronger excitatory and inhibitory drive from contralateral
sound sources described above, we found that both excitatory and inhibitory onset
latencies were typically shorter in response to contralateral sounds compared to

ipsilateral sounds (Fig. 4C; excitation: p = 5.2x10; inhibition: p = 1.1 ><1O'6). This trend
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was also evident for responses restricted to the loudest sound level tested (Fig. 4D;

excitation: p = 0.0010; inhibition: p = 9.3x107°).

Excitation and inhibition are approximately balanced for individual neurons in
response to sounds from specific locations

Excitation and inhibition are approximately balanced for individual A1 neurons, so that
the ratio of peak excitatory and inhibitory conductances is roughly constant across
sound intensity levels for specific sound locations. Fig. 5A presents a scatter plot for an
example neuron exhibiting a strong correlation between peak excitatory and inhibitory
conductances across sound intensity levels for a contralateral sound source (r = 0.81,
Pearson product-moment correlation coefficient), as well as for an ipsilateral sound
source (r = 0.87). For this neuron, the ratio of the peak values of inhibitory to excitatory
conductance was different for contralateral sounds (~2.5) and ipsilateral sounds (~1.1)
by more than a factor of two, but the correlation across intensities for either location was

high.

The strong correlation between peak values of excitation and inhibition in response to
sounds of different intensity originating from the same location was evident across the
population. Peak excitatory and inhibitory conductances of many neurons were strongly
correlated, with population averaged correlations of r = 0.74 £ 0.05 and 0.54 + 0.09
(mean + SEM) for contralateral and ipsilateral sources, respectively (Fig. 5B). Note that
correlation coefficients for about half of the neurons are clustered near r = 1 for both
ispilateral and contralateral sound source locations. Fig. 5C presents a scatterplot of
peak excitatory and inhibitory conductances for all 30 neurons and all sound intensity

levels, illustrating the clear correlation amongst the aggregate responses across all
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neurons and conditions (all contralateral responses: r = 0.64; all ipsilateral responses: r
= 0.49; all responses: r = 0.54). Thus, while some neurons exhibited different ratios of
excitatory to inhibitory peak values for sounds originating contralateral or ipsilateral to
the recorded neuron (e.g., Fig. 5A), this ratio was roughly consistent across the

population for all stimulus intensities and both locations.

In keeping with the clear correlation between peak excitatory and inhibitory drive, we
found that the fraction of excitatory conductance — gep/(gep + 9ip), Where gep (9ip) is the
peak excitatory (inhibitory) conductance — was peaked near the intermediate value of
0.35 for both contralateral and ipsilateral sources, which was also close to the mean
values for each distribution (contralateral: y + SEM = 0.39 £ 0.01; ipsilateral: y + SEM =

0.44 +0.01).

Excitation precedes inhibition for both ipsilateral and contralateral sounds

As illustrated by the histogram shown in Fig. 5E, excitation tended to arrive slightly
sooner than inhibition for both contralateral (t;— t. = 0.73 msec, p = 0.042) and
ipsilateral (t;— te = 1.3 msec, p = 0.0035) sound sources, as previously reported for
synaptic responses to contralateral sounds in response to pure tones (Wehr and Zador,

2003; Zhang et al., 2003; Tan et al., 2004; Wu et al., 2006; Wu et al., 2008).

The slope of the initial rising phase of synaptic excitation is greater in response
to contralateral sounds than for ipsilateral sounds
Chadderton and colleagues (Chadderton et al., 2009) reported that rising slopes of

post-synaptic potentials (PSPs) were greater in response to contralateral sounds
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compared with responses from ipsilateral sounds, which led us to wonder whether this

reflected changes in the initial rising phase of synaptic excitation, inhibition, or both.

As shown in Fig. 6A, the initial rising phase of the excitatory conductance change
elicited by contralateral sounds was steeper than that elicited by ipsilateral sounds (p =
4.5><1O'4). However, we did not find a significant difference in slope of the initial rising
phases of inhibitory synaptic responses to contralateral vs. ipsilateral sounds (p = 0.27).
Our data indicate that the spatial dependence of the slope of the rising phase of PSPs

in A1 result from differences in the excitatory synaptic drive alone.

Finally, we observed (Fig. 6B) that inhibitory conductances had steeper rising phases
than excitatory conductances for both contralateral (p = 1.5%x107°) and ipsilateral (p =

1.2x107°) sound sources.
Discussion

We have used in vivo whole-cell patch clamp recording in voltage clamp mode to
measure the timecourses of excitatory and inhibitory synaptic conductances in
individual A1 neurons in response to free-field acoustic stimulation consisting of brief

white noise bursts originating from either side of the subject’s head.

Our data are broadly consistent with the cartoon shown in Fig. 1D — for both the
excitatory and inhibitory synaptic drive to A1 neurons, amplitudes tend to be higher (Fig.
4A,B) and latencies tend to be shorter (Fig. 4C,D) in response to contralateral sounds
compared to ipsilateral sounds, suggesting that contralateral-preferring presynaptic

population(s) drove both excitation and inhibition to the recorded neurons. Excitation
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and inhibition were approximately balanced (Fig. 5A-D), and latencies were
systematically greater for inhibitory responses compared with excitation (Fig. 5E),
consistent with the simple model that synaptic responses to sounds originating from a
particular location are approximately stereotyped, such that the scale of the overall
conductance change largely determines the responsiveness of the neuron, as has been
found for frequency tuning to contralateral sounds (Wehr and Zador, 2003; Zhang et al.,
2003; Tan et al., 2004; Wu et al., 2006; Wu et al., 2008). We find that the slope of the
rising phase of excitatory synaptic drive to A1 neurons is greater for contralateral
sounds, whereas inhibition is not significantly modulated by sound source location.
Finally, we find that the onset of inhibition is steeper than that of excitation, for both

ipsilateral and contralateral sound sources.

The circuit mechanisms underlying sound source localization are important — sound
direction cues provide useful information for associating the sounds we hear with the
people, animals or objects that produce them. While most sensory modalities have a
spatial component, spatial coding in audition is unlike vision or somatosensation —
modalities for which some spatial dimensions are represented in the periphery by an
ordered array of sensory neurons. Instead, acoustic signals carry information about
sound source location through binaural cues, such as the relative intensity (interaural
level difference, ILD ) and timing (interaural time difference, ITD) of the sound pressure
level at the two ears (King et al., 2001; McAlpine, 2005). Moreover, the head, external
ears, and upper body act as spectral filters, resulting in the attenuation of certain
frequencies in a direction dependent manner (Schnupp et al., 2003). As a result, the

interplay between spectral filtering and sound source location can be exploited by the
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auditory cortex (AC) in order to localize and isolate desired sounds from a background

of distractors.

In this study we have divided the synaptic drive to individual neurons into separate
contributions from excitatory and inhibitory presynaptic inputs. Of all presynaptic
subpopulations we might isolate, inhibitory inputs are perhaps the most informative.
The thalamocortical projection is purely excitatory, so inhibitory input to A1 neurons
necessarily involves a cortical component. Moreover, inhibition can play surprising

roles in spatial tuning, as it does in the inferior colliculus (Sanes et al., 1998).

Previous studies have probed the binaural spiking responses of A1 neurons using both
dichotic presentation of simple test stimuli (Hall and Goldstein, 1968; Brugge et al.,
1969; Imig and Adrian, 1977; Kelly and Sally, 1988; Brugge et al., 1994; Brugge et al.,
1996; Irvine et al., 1996; Rutkowski et al., 2000b; Mrsic-Flogel et al., 2001; Zhang et al.,
2004; Mrsic-Flogel et al., 2005; Campbell et al., 2006) and varying sound source
location during free field stimulation (Middlebrooks and Pettigrew, 1981; Imig et al.,
1990; Rajan et al., 1990; Stecker et al., 2005; Bizley et al., 2009). Many investigators
have relied on such spiking responses in A1 to infer the presence of inhibition (e.g.,
(Suga, 1971; Voigt and Young, 1980; Phillips and Cynader, 1985; Calford and Semple,
1995)). In fact, following a scheme devised for the superior olive (Goldberg and Brown,
1969), A1 neurons have often been classified in terms that evoke the putative synaptic
inputs presumed to underlie the observed spiking responses (Zhang et al., 2004):
neurons that respond to monaural stimulation to either ear are labeled “EE,” where E
refers to the “excitatory” effect of the stimulation, and neurons that respond to monaural

stimulation only from the contralateral (ipsilateral) ear are labeled “EQ0” (“OE”). Units
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whose responses are suppressed by simultaneous stimulation to both ears compared to
stimulation of the “excitatory” ear alone has been termed an “inhibitory” binaural

interaction, designated EE/I, EO/I, or OE/I.

Despite the longstanding interest in cortical mechanisms of spatial hearing, we are only
aware of one published study (Ojima & Murakami, 2002) attempting a direct
measurement of excitatory and inhibitory synaptic drive to individual cortical neurons for
varying sound source locations or dichotic stimulation conditions. Similar to the many
attempts to infer the presence of inhibition from the suppression of spiking, Ojima and
Murakami inferred inhibitory input to A1 neurons by identifying epochs of
hyperpolarization in post-synaptic potentials (PSPs) using in vivo whole-cell recording in

current clamp mode.

Using similar current-clamp recording methods, Chadderton and colleagues
(Chadderton et al., 2009) found that PSPs in A1 neurons tend to have steeper initial
rising phases in response to contralateral sounds, independent of the neuron’s
preferred location as determined by response amplitude, which is consistent with our
finding that the latencies of both excitatory and inhibitory inputs to A1 neurons are
shorter for contralateral sounds, and that excitation (but not inhibition) exhibits steeper
rising phases in response to contralateral sounds. We emphasize that Chadderton and
colleagues’ findings are also consistent with other patterns of synaptic input, such as
earlier arrival of excitation for contralateral sounds, but no change for inhibition, or
steeper rising phases for both excitatory and inhibitory conductance changes, for

example.
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Membrane potential recordings are more informative than spiking records alone, but in
the absence of other manipulations, they cannot rule out the possibility that decreases
in the membrane potential are due to decreases in excitation rather than increases in
inhibition. Accordingly, Ojima and Murakami (Ojima & Murakami, 2002) employed two
manipulations — varying the CI" concentration in the recording pipette and injecting
constant depolarizing or hyperpolarizing current — to confirm that the hyperpolarization
they observed was in fact due to synaptic inhibition to the recorded neuron. However,
they did not attempt to reconstruct timecourses or even temporal averages of inhibitory
or excitatory synaptic conductances and they only presented six cells for their binaural

analysis.

Imaging studies in human cortex have also found a contralateral preference for
monaural stimulation (Woldorff et al., 1999; Petkov et al., 2004; Krumbholz et al., 2005),
but no preference for more realistic binaural stimulation (Woldorff et al., 1999; Brunetti
et al., 2005; Krumbholz et al., 2005; Zimmer and Macaluso, 2005; Zimmer et al., 2006).
This apparent discrepancy with animal studies likely reflects the heterogeneity of nearby
neurons in A1 and throughout AC (Werner-Reiss and Groh, 2008), pointing to the need
for continued single-unit studies. There have been reports of bands (Imig and Adrian,
1977; Middlebrooks et al., 1980) and clusters (Reale and Kettner, 1986; Kelly and Sally,
1988; Clarey et al., 1994; Kelly and Judge, 1994; Shen et al., 1997; Razak and
Fuzessery, 2000; Rutkowski et al., 2000a) of direction or binaurally selective units in A1,
but both spatially-sensitive and spatially-invariant units have been observed throughout

the full extent of A1.
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Like spike count, spike timing can convey information about sound source location
(Brugge et al., 1996; Mickey and Middlebrooks, 2003; Reale et al., 2003; Mrsic-Flogel et
al., 2005; Nelken et al., 2005) and offer clues about the underlying mechanisms (Kitzes
et al., 1980), but any observed pattern of spiking responses could result from multiple

candidate mechanisms.

Fortunately, in vivo whole-cell recording in voltage-clamp mode does allow for the
decomposition of synaptic input into excitatory and inhibitory components. However, all
currently available data of this type from AC was obtained during contralateral
stimulation alone, whether in natural free-field conditions (Wehr and Zador, 2003; Zhang
et al., 2003; Tan et al., 2004; Wehr and Zador, 2005; Liu et al., 2007; Tan et al., 2007;
Scholl et al., 2008; Scholl and Wehr, 2008), with the ipsilateral ear plugged (Wu et al.,
2006; Wu et al., 2008), or using monaural dichotic stimulation to the contralateral ear
(Froemke et al., 2007) (or not reported (Las et al., 2005)). To our knowledge, there are
no published reports of measured excitatory and inhibitory conductances in response to
acoustic stimulation originating from systematically varied sound source locations,
though Wehr and colleagues have reported preliminary findings (M. Kyweriga, W. N.
Wolfe, C. C. Cahill, M. Wehr, Synaptic mechanisms of binaural interactions in rat

primary auditory cortex, Society for Neuroscience Abstracts, 2010).

We did not find any clear trends between the patterns of synaptic drive and laminar
position of recorded neurons, as inferred from electrode travel from the cortical surface
to the recording sites (data not shown). Due to brain dimpling, electrode travel is only a
crude measure of laminar position, but patch clamp recording methods offer the

possibility of filling cells with biocytin or other agents, allowing for histological
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reconstruction of labeled neurons. In future work, it will be interesting to correlate
spatial sensitivity of excitatory and inhibitory input to individual neurons with laminar

position and cell type.
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Figure 1. Several candidate synaptic mechanisms could underlie spatial sensitivity in
A1. A Cartoons of spike rasters (top) and peri-stimulus time histograms (bottom) elicited
from the same hypothetical neuron in response to sounds (purple and blue bars)
originating from sources located ipsilateral (/eft) or contralateral (right) to the recorded
neuron; this model neuron prefers contralateral stimulation, as do the majority of A1
neurons. The reduced responsiveness to ipsilateral sounds compared with that of
contralateral sounds might be due to: B a reduction in the peak excitatory synaptic
conductance (ge; green curve), but no change in the inhibitory conductance (g;; red
curve), in the recorded neuron; C an increase in the peak value of the inhibition alone; D
a proportional decrease in both excitation and inhibition; E a change in the relative
timing of the excitatory and inhibitory drive; or some combination of these or other

effects.

Figure 2: Measuring the timecourses of auditory-evoked excitatory and inhibitory
synaptic conductances in A1 using in vivo whole-cell patch clamp recording in voltage
clamp mode. A Three current traces measured while holding the neuron’s membrane
potential at different voltages (5 mV, blue; -80 mV, purple; -110 mV, violet; values
adjusted for the -10 mV junction potential we calculated for our Cs-gluconate-based
internal solution). Each curve is an average of 250 trials in response to 100 msec white
noise bursts presented from a speaker located contralateral to the recorded neuron.
Action potentials were blocked intracellularly with the sodium channel blocker QX-314.
B Instantaneous synaptic-voltage (I-V) curve corresponding to the time of the peak in
the total conductance. C Total synaptic conductance (black) and its decomposition into

excitation (green) and inhibition (red) (see Materials and Methods).
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Figure 3: Comparison of auditory-evoked synaptic input to an A1 neuron resulting from
different sound source locations. Timecourses of the excitatory (green) and inhibitory
(red) synaptic conductances of an A1 neuron responding to the onsets (blue and purple
hash marks the two color are not distinguishable) of 100 msec white noise bursts at
seven sound intensities from a speaker located ipsilateral (left panels) or contralateral
(right panels) to the recorded neuron. This neuron displays several effects evident
across the recorded population: For each sound intensity tested, sounds originating
contralateral to the recorded neuron typically induced greater peak excitatory and
inhibitory responses compared with ipsilateral sounds, broadly consistent with Fig. 1D.
Contralateral sounds tended to induce earlier latencies for both excitation and inhibition
compared to ipsilateral sounds. Excitation tended to precede inhibition for both
contralateral and ipsilateral sounds. The initial rising phase of the inhibitory conductance
tended to be steeper than that of the excitatory conductance timecourse, which was true
for both ipsilateral and contralateral sounds across the population. Note that this neuron
also presents some deviations from this simple description, such as the unbalanced
recruitment of excitation and inhibition with increasing intensity for contralateral sounds,
and the surprisingly small change in the timecourse or amplitude of either excitation or
inhibition in response to ipsilateral stimulation over the full range of sound intensity we
tested. As with all neurons in this study, the recording site was in the left hemisphere, so

the right speaker was contralateral to the neuron.

Figure 4: Across the population, both synaptic excitation and inhibition to individual A1
neurons show the same contralateral preference as spiking responses in A1 and in the

auditory thalamus (ventral division of the medial geniculate body; MGBv). A Across the
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population (N = 30 cells; 7 sound intensity levels), peak excitatory conductances (green,
upward pointing triangles) were higher on average for contralateral sounds compared to
ipsilateral sounds (p = 2.1 %10 all p values reported here are for the two-tailed
Wilcoxon signed rank test). This was also the case for peak inhibitory conductances
(red, downward pointing triangles; p = 1.7x107'?). B This contralateral preference was
evident for responses restricted to only the greatest sound intensity level we tested
(excitation: p = 2.3x10™; inhibition: p = 0.0098). C Both excitatory and inhibitory synaptic
drive tended to arrive sooner in response to sounds from contralateral sources
compared to ipsilateral sources (excitation: p = 5.2x10™; inhibition: p = 1.1><10'6), as one
might expect given the greater peak values in response to contralateral sounds. D This
was also true for responses restricted to the loudest sound levels tested (excitation: p =

0.0010; inhibition: p = 9.3x10™).

Figure 5: Excitation and inhibition are approximately balanced for individual A1
neurons, so that the ratio of peak excitatory and inhibitory conductances is roughly
constant across sound levels for specific sound source locations. A An example neuron
exhibiting a strong correlation between peak inhibitory and excitatory conductances
across sound intensity levels for a contralateral sound source (purple, rightward pointing
triangles; r = 0.81, Pearson product-moment correlation coefficient), as well as for an
ipsilateral sound source (blue, leftward pointing triangles; r = 0.87). For this neuron, the
ratio of the peak values of inhibitory to excitatory conductance was approximately 2.5
for contralateral sounds, and 1.1 for ipsilateral sounds. B A scatterplot of pairs of
correlation coefficients (as in panel A) across the population shows that peak excitatory

and inhibitory conductances of many neurons are strongly correlated, with population
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averaged correlations of r=0.74 + 0.05 and 0.54 £+ 0.09 (mean + SEM,; red square) for
contralateral and ipsilateral sources, respectively. C A scatterplot of peak excitatory and
inhibitory conductances including all neurons and all sound intensity levels. D The
fraction of excitatory conductance — gep/(gep + Gin), Where gep (9ip) is the peak excitatory
(inhibitory) conductance — is peaked near the intermediate value of 0.35 for both
contralateral and ipsilateral sources, which is also close to the mean values for each
distribution (contralateral: g + SEM = 0.39 £ 0.01; ipsilateral: y + SEM = 0.44 + 0.01).
Across the population, few responses are dominated by either excitation or inhibition
alone. E For both contralateral and ipsilateral sound sources, excitation tends to arrive
slightly sooner than inhibition (contralateral: t;— t. = 0.73 msec, p = 0.042; ipsilateral: t; —
te = 1.3 msec, p = 0.0035; two-tailed Wilcoxon signed rank test), as previously reported
for synaptic responses to contralateral sounds (Wehr and Zador, 2003; Zhang et al.,
2003; Tan et al., 2004; Wu et al., 2006; Wu et al., 2008). Histogram and analysis
included only those responses for which peak excitatory and peak inhibitory

conductances summed to 1 nS or more.

Figure 6: The slope of the initial rising phase of excitatory conductance changes was
greater in response to contralateral sound sources compared with ipsilateral sounds,
and inhibitory conductances had steeper rising phases than excitatory conductances for
both ipsilateral and contralateral sound sources. A A scatterplot of the slope of the rising
phase of the excitatory conductance changes (green, upward pointing triangles)
demonstrates that contralateral sounds elicited steeper rising phases than ipsilateral
sounds (p = 4.5x10; all p values refer to the two-tailed Wilcoxon signed rank test) for

the highest sound intensity we tested. Inhibitory responses, however, did not show a
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statistically significant difference in slope between ipsilateral and contralateral sounds (p
= 0.27). B The initial rising phase of the inhibitory synaptic conductance was
consistently steeper than that of the excitatory conductance for both contralateral (p =

1.5x107°) and ipsilateral (p = 1.2x107°) sound sources.
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